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The objective of *Strategy, Value and Risk – the Real Options Approach* is to provide a background to the concept and method of real options. Real options analysis is a valuation, project management and strategic decision paradigm that applies financial option theory to real assets. The real options literature has produced many excellent books and academic papers since Stuart Myers first used the phrase in a 1984 article that discussed the gap between strategic planning and finance. This book surveys the development of real option theory and explores the relationships between strategy, value and risk, using concepts and methods that have been developed in response to an increasingly dynamic business environment, and the shortcomings with the status quo in dealing with this transformation. This book also explores the shortcomings of traditional valuation methodologies in the context of three case studies contrasting traditional valuation with a real options approach.

As a substantial part of value rests on corporate decisions, it is essential to bridge strategy and value-based management. Traditional value metrics, however, are becoming progressively more inadequate in capturing the value of strategic investments. Valuation approaches such as net present value (NPV) and return on investment (ROI) apply to a static world, and yet today’s business environment is anything but static. The real options concept has the potential to capture the value of the flexibility to adapt and revise future management decisions with the benefit of better information. Real options can provide a framework for managing and creating value, and therefore provide a linkage between strategy and value-based management. The concept can be used to communicate management decisions to capital markets, align value and strategy, and demonstrate that risk can be influenced through managerial flexibility.

Real options applications can be found in industries such as natural resources, real estate, pharmaceuticals, high-tech valuation, e-business valuation, transportation industries, energy, telecommunications and information technology (IT). Corporate finance and investment banking applications include areas such as initial
public offerings, mergers and acquisitions, corporate restructuring, multimedia and intellectual property areas.

The real options material covers disciplines and functions as diverse as finance, economics, econometrics, financial mathematics and management science. These subjects have their own bodies of knowledge, and there are limitations on how much of the material can be covered in one text. The real options approach is a guide to strategy under uncertainty that is more or less quantifiable. As in other quantitative disciplines, much of the value of real options analysis is in the process of the analysis, as opposed to just producing an end number. With or without quantification, however, it is likely to produce different results to more conventional thinking about strategy and investment.

WHO SHOULD READ THIS BOOK

As we enter the new millennium, it is likely that globalization and IT will continue to shape the business environment and provide the foundations of business opportunity. In this environment managers are now under pressure to develop a new set of capabilities. This requires not only an understanding of the market, customers, investors and the industry dynamics of the company, but also the operational drivers of success. Today it is essential for management to organize a company’s resources so that there is a clear integration between a company’s strategic objectives and competences and the changes that are occurring in the market. Developments in strategic concepts that include resources and capabilities, dynamic analysis and advanced financial analysis are providing frameworks to manage and cope with the external environment.

The role of the CFO is undergoing a transformation, expanding from a focus on external reporting and fiduciary duties to becoming a partner with other key business partners such as operations, marketing and executive management. This requires a strong strategic analysis on the business drivers of success and operational strategies that integrate finance into business and strategy. CFOs can enhance corporate value by promoting the use of a well-designed set of financial tools and guidelines to secure assets and maintain or even increase value. CFOs are also managers of the company’s strategic resources through the organization of capital resources, and must ensure that they create value for the organization. By defining a new set of capabilities as a provider of strategic analysis and metrics, the CFO can increase the value-adding activity of the finance function.

Investment analysts and management consultants work in numerous areas that involve financial and economic concepts. These include projects of a strategic nature where the valuation of a corporation is critical. A successful analyst is required to see the larger economic setting and environment in which a company competes, assess a company’s industry and its position within the industry, understand which projects best serve its broad strategic goals and recognize the company’s strategic capabilities and options. In addition, the analyst must translate these broad insights
into judgements about relative valuation of particular opportunities and commu-
icate these to management and investors.

**ORGANIZATION OF THE BOOK**

The book is divided into four parts:

- **PART I** looks at the evolution of the major strategic and financial methods that emerged in the 1970s, 80s and 90s, and uses three case studies, an IT investment, an energy utility and a pharmaceutical company to illustrate these concepts. The case studies are idealized in the first two examples, while the third is an adaption of a case study that appeared in the June 2000 *Financial Analysts Journal*.

- **PART II** discusses developments in strategy, followed by the real options framework and advances in risk management.

- The quantification of real options is outlined in **PART III**.

- The three initial case studies are again analysed using a real options framework in **PART IV** and then the conclusions and practical applications are discussed.
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Introduction

THE BUSINESS ENVIRONMENT AND STRATEGY

Technology is defined as the processes by which an organization transforms labour, capital materials and information into products and services of greater value. All firms have technologies. Innovation refers to a change in one of these technologies. The wave of innovation in the late nineteenth century was so spectacular that the Commissioner of the United States Office of Patents recommended in 1899 that the office be abolished with the words ‘Everything that can be invented has been invented’. History is scattered with such prophesies about technology, and with organizations that failed when confronted with changes in markets and technologies.

Over the last 20 years the surge of innovation in IT has reduced the cost of communications, which in turn has facilitated the globalization of production and capital markets. As a consequence globalization has spurred competition and hence innovation. These developments in technology in combination with the deregulation of the transportation, financial services, energy and telecommunications sectors are redefining the business environment. New industries are being formed and the boundaries of existing ones being redrawn, creating a corporate environment of intense change and competition. The instability of industry boundaries has been most evident in industries such as information technology and services, entertainment and communications, and also in historically relatively more stable environments such as energy, financial services and retail distribution.

The Austrian economist Joseph Schumpeter was the first to identify and study the dynamic relationship between industry structure and competition. Schumpeter saw innovation, a ‘perennial gale of creative destruction’ (cited in Grant, 1998 p. 71), as being fundamental to competition and the principal driver of the evolution of industry. A typically healthy economy as defined by Schumpeter is one that is continually disrupted by innovations in technology, and not one in equilibrium as described in classical economics, where the focus is on the optimization of resources within a stable environment. The role of the entrepreneur or innovator in the
creative destruction process is that of a catalyst, permitting the economy to invigorate and renew itself.

An issue is therefore whether established industry structures are a consistent guide to the competitive environment and industry performance. Schumpeter considered each long wave of economic activity created by disruption as unique, and determined by completely different industry clusters (see Table 0.1). Each wave starts with a boom, where the rise in the economic cycle is driven by new innovations that stimulate investment and economic growth. As the technologies mature and investors’ returns decline, each long boom comes to an end and expansion slows. Eventually there is a decline in economic growth, followed by a new wave of innovations that bring old methods to an end and create the environment for a whole new cycle. The fourth cycle of Schumpeter’s ‘successive industrial revolutions’, stimulated by electronics, oil and aviation is now rapidly running down, and a fifth wave, driven by software, semiconductors, fibreoptics, and genetics is not only in progress but also possibly reaching the end of the boom period.

The length of Schumpeter’s long waves has also been decreasing. Governments and organizations began to search systematically for new technologies during the third wave in the early part of the twentieth century, which has increased the speed of industrial structural change. The overall implications are that many of today’s organizations, even the biggest, can potentially fade and disappear, and be replaced by new organizations that are currently nothing more than the notion of some entrepreneur. Established dominant industry structures hold the seeds of their own destruction by providing incentives for organizations to strike through new methods in competing.

Creative destruction and discontinuity can, however, be leveraged by organizations to sustain competitive advantage. Organizations will need to transform rather than incrementally improve their strategies and processes, by creating new businesses, selling off or closing down businesses or divisions whose growth is slowing down, abandoning outdated, ingrown structures and rules, and adopting new decision-making processes and control systems. Most managers today however still focus on concepts based on continuous improvement, even though most organizations are realizing diminishing returns in their incremental improve-
ment programs. In today’s business environment it is the opportunities created by innovation that have the potential to create value and manage the unrelenting competition that is reducing margins in industry after industry.

VALUE AND RISK

Over the last 25 years there has been a broad transformation in the global financial markets. Developments such as deregulation, derivatives, securitization, structured products and risk management have improved access to the global financial markets for participants. Corporations now have the ability to go directly to financial markets rather than banks for finance. Consequently, the power of investment and commercial banks has shifted to shareholders, who now influence corporate boards and management through their fund managers. Shareholder value dominates the management agenda in much of the corporate world. The demands of shareholders and the threat of takeover have created strong pressure on management to maximize returns to shareholders, and have had an enormous impact on corporate strategies, management and performance.

While managers, therefore, believe they control corporate resources, in today’s business environment it is the influence of investors that is determining how capital is allocated. Many strategic management decisions today, however, are made in environments where costs, prices, quantities, competitive behaviour, market size, share and growth, taxes, inflation and projects lifecycles are largely unknown, and introduce risk and uncertainty into the capital allocation process. Investor predictions are confounded by unexpected changes in macroeconomic indicators such as interest rates, and microeconomic factors such as unforeseen new firm-related competitors, and industry shocks in areas such as technology.

STRATEGY AND REAL OPTIONS

Managing innovation has two dimensions, the process of identifying, valuing and capturing opportunity, and managing resources in the context of the associated uncertainty. These two components will need to be embedded in the analysis of product development, forecasts, incentives, market structure, barriers to entry, valuations and financial structures. Financial metrics and strategic planning, however, emerged over the last 50 years as complementary but nevertheless unrelated systems for corporate decisions and investment. Most companies do not have any metrics that focus on innovation, instead using metrics such as discounted cash flows, return on net assets and return on investment that focus on optimization. These metrics do not have the flexibility to take advantage of any future opportunities, or the potential to manage any downside risks, that are the consequence of an increasingly dynamic and volatile business environment. Strategic management decisions are based on static business cases that do not include any capabilities to respond and change strategy according to future contingencies.
Valuing these options considers the uncertainty or volatility associated with the business environment and capital allocation. Real options analysis is a valuation, project management and strategic decision paradigm that applies financial option theory to real assets. The concept has the potential to capture the value of the flexibility to adapt and revise management decisions made in the future with the benefit of better information. Real options can provide a framework for managing and creating value, and therefore provide an association between shareholder value, strategy and value-based management. The concept can also be used to communicate management decisions to financial markets, and also demonstrate that risk can be influenced through managerial flexibility. The real options approach is a guide to strategy under uncertainty that is more or less quantifiable. With or without quantification, however, it is likely to produce different results to more conventional thinking about strategy making and investment.
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PART I

The Evolution of Strategy, Value and Risk
This page intentionally left blank
Strategy provides unity, consistency and guidance in an organization’s decisions and activities and is fundamental to an organization’s success. It is essentially about applying principles to various strategic situations. The development of business strategy over the last 50 years was initially driven more by business practicalities than theory. The business environment in the 1950s and 60s was a period of relative stability, and organizations focused on growth through diversification, vertical integration, mass marketing, efficiencies through scale and long-term investments. Corporate planning grew in popularity as a result of the increasing size and complexity of these organizations and the problems associated with management and control. Although financial budgeting offered some means for addressing these issues, the main strategic objective was the long-term planning of investments, which required a longer time horizon than that provided by annual budgets.

In the 1970s analytical concepts such as portfolio planning matrices became popular strategy and resource allocation frameworks. The matrix approach was designed to assess business unit performance and strategies, and the corporate portfolio’s performance in general. Boston Consulting Group’s growth/share matrix was an innovation in corporate strategy, and became a principal framework for resource allocation in diversified organizations. Strategic alternatives were based on the comparison, using industry appeal and competitive position as the criteria, of the strategic positioning of the various business units within the matrix. Figure 1.1 illustrates the Boston Consulting Group’s growth/share matrix. The matrix consisted of four quadrants that showed cash flow patterns and potential strategies, and two dimensions that consisted of the market growth rate, which
focused on capturing a business’s potential use of cash, and relative market share, a proxy for competitive position and therefore a business’s ability to generate cash. Examining the position of the business units as defined by their asset or revenue base within the matrix provided an analysis of the flow of financial resources within a diversified organization.

- **Cash Cows** were profitable businesses located in a slow growing industry that had relatively high market share, stable cash flows and that required little further investment. The strategy under these circumstances was to milk the cow.

- **Dogs** were businesses with low unstable earnings, a competitive disadvantage and slow industry growth. The best strategy in these cases was to divest or harvest.

- **Stars** were businesses with high growing earnings, whose dominant market position justified investment for growth.

- **Question marks** were businesses with low earnings and relative market share that required cash, with uncertain future performance and the potential to become either stars or dogs.

The matrix provided a framework for resource allocation, business unit strategy, business unit performance targets, and balancing of cash flows and growth. Management could allocate capital to business units, such as harvesting dogs, milking cash cows, investing in stars, or investing in any question marks with the potential to become stars, and rebalance the portfolio through the trading of busi-
ness units. The decline in popularity of portfolio planning matrices during the 1980s was due to a number of factors. Only two variables, market share and market growth were used, and these were not particularly good surrogates for competitive advantage and profitability. The choice of metrics also blurred the positioning of businesses in the matrix, and furthermore the portfolio matrix ignored any interdependencies between businesses.

A number of events during the 1970s ended the post-war period of relative stability. The oil shocks, high interest rates and the increased international competition from Asia and Europe created an unstable environment in which diversification and planning no longer provided the expected synergies. As a result organizations moved towards more flexible strategic management methods that focused on competitiveness, with competitive advantage becoming the main strategic objective. This had a significant impact on strategic concepts at the beginning of the 1980s. One development pioneered by Michael Porter was the use of industrial organization economics in the analysis of profitability, which emphasized an organization’s competition, market environment and industry structure. Capital market developments and the profit incentives in reviving non-performing corporations also created a fertile environment for the emergence of corporate raiders and leveraged buyout firms. The activities of these players exposed the vulnerability of many large diversified corporations which led to several takeovers.

As a result of these developments management became focused on the stock market valuations of their corporations. In the 1990s shareholders and the financial markets continued to pressure management to maximize shareholder returns, and as a result the shareholder value concept was included in all aspects of strategy. A variety of methods have been defined to measure shareholder value. One approach is to view an organization as a portfolio of assets, valued as the sum of the net present values (NPV) of each asset’s cash flows. This concept can be extended by defining the value of a firm’s equity as the NPV of the firm’s cash flows that are accessible to shareholders. Shareholder value under this approach is therefore based on the discounted cash flow (DCF) method associated with investments.
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CHAPTER 2

Valuation

2.1 DCF VALUATION

Studies of corporate investment practices (Seitz and Ellison, 1995) carried out over the past 40 years have shown that the payback and accounting rate of return approaches were the preferred decision methods in earlier years. By 1988, however, over 75% of companies were using the DCF approach to calculate the net present values (NPVs) of potential investment outlays and inflows.

There are two basic approaches to DCF methods, the NPV and the internal rate of return (IRR). The NPV is the difference between the present value of the net cash inflows generated by an investment, and the initial cash outlay. The IRR is the rate of return that equates the present value of the net cash inflows generated by an investment with its initial cash outlay. The IRR is the equivalent to interest rates quoted in financial markets. The NPV approach is the most popular, and has the following features:

- NPV recognizes the time value of money.
- NPV is a function of the future cash flows from an investment and reflects the opportunity cost of capital.
- NPVs can be aggregated as they are measured in today’s values.

The NPV of an investment is the sum of the present values of the expected benefits, generally in the form of cash flows, from which the present values of all expected cash outlays are subtracted. If \( I_0 \) is defined as the initial outlay of an investment, \( CF_t \) as the cash flow at period \( t \), and \( k \) as the rate of return that can be earned on an alternative investment, the NPV is:

\[
NPV = I_0 + \sum_{t=1}^{n} \frac{CF_t}{(1+k)^t} - I_0
\]
2.2 MANAGEMENT AND VALUATION

One essential function of general management is to ensure that an appropriate performance measurement framework is in place for issues such as strategy analysis and capital allocation. It is also essential that general management understand how investment analysts translate management behaviour into share prices. Management decisions based on valuation measures are made across such diverse areas as product development, finance, operations, restructuring, mergers and acquisitions and strategy. Different metrics, however, are used for these various valuations. Finance focuses on NPV for capital budgeting and investments and return on equity (ROE) for performance evaluation, marketing focuses on increasing market share, operations on the payback period, while general management advocates earnings per share (EPS) for investor communications. As the various functions use a diverse range of valuation metrics, aligning strategy across an organization can be a complicated exercise.

Most corporate managers continue to support an accounting perspective of a company, with earnings per share (EPS) being the main determinant of share prices. The goal of good corporate governance is therefore to maximize reported EPS. There is, however, a growing recognition that accounting metrics can give a distorted view of corporate value. Accounting metrics are essentially short term in nature, and are influenced by the interpretation of different standards for issues such as assets, liabilities, investments, research and development and taxation. Another problem is that accounting measures do not explicitly include a charge for the capital used by a business, and fail to describe the relative risk of an investment.

Shareholder value is only created when the return on capital exceeds the cost of capital. Value is therefore primarily determined by economic, and not accounting, cash flows. Accounting metrics such as EPS and ROE focus on a company’s previous performance, whereas economic value is concerned with maximizing future cash flows over time. There are a number of valid approaches for quantifying corporate value, and all are based on some form of the DCF model. Economic profit and NPV are also closely linked, as the NPV is the present value of economic profit. The major difference is that economic value methods typically begin with accounting income as opposed to the net cash flows of NPV.

The shareholder value premise is that companies should be managed to maximize the worth of the owner’s, that is, the shareholders, stake in the company. To maximize shareholder wealth management creates, evaluates and selects strategies that will increase the value of the company. The same principles used in the DCF
method for valuing individual projects to companies can also be applied to strategy analysis. Maximizing shareholder value is consistent with maximizing the NPV in the analysis of investments, projects, organizational units and the firm generally. Different strategies are compared, and the strategy that results in the highest NPV is the one selected.

Managements’ mandate is therefore to maximize shareholder value by accepting all investments with a positive NPV, based on a discount rate that reflects the return available from equivalent investment opportunities. A firm would select the portfolio of proposed investments that have a positive NPV, and reject those with a negative NPV. This is consistent with the premise of maximizing shareholder value, and also provides a focus on the management of a firm’s capital. The value of the company is now defined as a function of the discounted future cash flows it is expected to generate for shareholders. As present values are additive, the value of the firm should equal the sum of the present values of all its subsidiaries, businesses and projects. The firm can therefore be thought of as a portfolio of projects or assets.

DCF strategy analysis does have some limitations despite the advantages. Accurate cash flow forecasts are required; however, incorrect estimates of future returns from an investment can easily invalidate the whole approach. Another limitation of DCF strategy analysis is the implied assumption that all investment proposals are independent. The independence assumption ignores the numerous interrelationships that typically exist across businesses and investments. Another problem is that the valuation of many long-dated assets is very difficult. The main advantages of economic value techniques also lie in improving the use of existing assets and investments, as opposed to developing long-term strategies.

2.3 INVESTORS AND VALUATION

Investment can be defined as the sacrifice of current dollars for future dollars (Sharpe et al., 1999). Understanding how investments are valued is important for investors, finance executives or management generally. Assets are only worth what someone is willing to pay for them, and as that person could be an analyst, a trader, a fund manager or a competitor, a background in the available valuation methods is essential. Investment valuation is used for a wide range of real and financial assets, including companies, bonds, stocks, real estate and derivatives. Although most investment valuation models are generalized rather than specific to particular markets, it is also probably one of the most difficult tasks in finance.

Many volatile factors can have an impact on the value of investments. Errors in forecasts can result from unforeseen changes in factors such as financial variables, markets, competitors and technology. Unexpected changes in asset values can also result from factors that are completely unrelated to a company, an industry or the economy generally. Another major influence today on the value of investments is the corporate emphasis on short-term results. A company will either be rewarded or penalized every quarter through its share price, depending on whether earnings
satisfy investor expectations. A consequence often seen is the corporate behaviour of managing quarterly financial results to reduce share price volatility.

The basis for an investment will depend on the investment philosophy. Generally the value of an asset should be a function of the cash flows it is expected to produce. A wide variety of models are used for investment valuation with various levels of complexity, however there are some common features. Two common approaches are DCF valuation and relative valuation, which is similar to DCF in the sense that the value of an asset is derived from the cash flows of comparable assets. DCF analysis can be performed from either the viewpoint of equity holders, in which case the expected cash flows to equity are discounted, or by considering the firm from all perspectives and discounting the firm’s expected cash flows.
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Corporate management will typically develop strategies and allocate resources to increase shareholder value. Shareholders on the other hand will focus on the cash growth of their investments. As to whether there is value in any potential cash flow growth will depend on the risks associated with these investments. Investors will generally demand a higher rate of return from investments that are perceived to be relatively riskier. Corporate decisions are made in environments that are inherently risky and uncertain. The risks associated with corporate investments are found in variables such as prices, quantities, costs, competition, market share and project lifecycles. These variables can be unpredictable and result in cash flow volatility, which will therefore have an impact on any NPV calculations.

The risk appetite of investors should therefore be included in investment analysis. As a result the cash flows used in NPV estimates are modified by a discount rate that reflects both the time value of money and any related cash flow risks. Risk is therefore represented in the discount rate determined from the risk appetites of investors and the financial markets. The hurdle rate is the discount rate, that is, the minimum acceptable rate of return that a firm will accept for a project. A number of methods have been developed to determine the discount rate used in NPV calculations. These include the capital asset pricing model (CAPM) and risk-adjusted discount approach.

The foundations of quantifying risk can be found in Markowitz (1959), regarded as the origin of modern portfolio theory. Markowitz’s solution was to assume that a portfolio could be structured as a function of the mean and the standard deviation of the portfolio return. His conclusions from this construct were that the risk of the portfolio will generally be less than the weighted average of the separate asset risks, and the lower the correlations between the component asset returns the lower the portfolio risk (the diversification principle). Each asset’s risk therefore consists of two components; the diversifiable risk, which will disappear through the right combination of assets, and the non-diversifiable risk, which will always be carried
by investors. The portfolio selection problem can therefore be defined as consisting of maximizing the return while minimizing the risk.

Sharpe, Linter and Mossin extended Markowitz’s portfolio theory with the assumption of homogeneous expectations, where all investors concur on expected returns, standard deviations and correlations and therefore choose the same portfolio. This concept led to the CAPM. The CAPM is a general model for formulating an asset’s risk and return. The variance of the return is defined as the risk measure, with only the non-diversifiable, or systematic component of the variance being rewarded. The relevant risk in pricing an asset is that part of an asset’s risk, or variance of the assets return, is correlated with the overall risk of a market, and not the overall risk of the asset. An asset’s beta coefficient measures its systematic risk.

The CAPM model can be used to illustrate which businesses a firm should have operations in. Diversifying a corporation over a portfolio of independent businesses decreases the variance of the combined cash flows if the cash flows of the various businesses are not completely correlated. Reducing risk would therefore be consistent from the perspective of shareholders as they are typically adverse to risk. Shareholders can, however, reduce risk by maintaining diversified portfolios themselves. Individual shareholders can accomplish a broader diversification, typically at lower transaction costs, than that offered by the majority of firms diversifying through mergers and acquisitions. Creating shareholder value through diversification requires the existence of market imperfections that firms can exploit more efficiently than investors. As a firm can be described as a portfolio of assets and projects, the value of a new project would be conditional on the total risk of the firm, in which case NPV would not be additive. If, however, a project’s risks are not correlated to existing assets or projects, NPV’s will generally then be additive.

As the value of a firm can be considered as the value of all the firm’s assets, the firm can therefore also be viewed as the value of all sources of financing. The weighted average cost of capital is a discount rate that represents the costs of the various sources of finance, which can consist of a firm’s equity, debt and any hybrid securities. The cost of equity can be derived using a CAPM model, the cost of debt from interest rates and bond ratings, and the cost of hybrid securities through the characteristics of each of their components. The weighted cost of capital can be used in project-analysis decisions to determine which project NPV’s do not change a firm’s business risk, and also provide a hurdle rate for projects.

The objective of the risk-adjusted discount rate (RADR) method is to maximize a firm’s market value by using discount rates from investments that have the similar risk characteristics as the investment projects under analysis. The NPV derived by discounting future cash flows at the RADR therefore reflects the opportunity cost of capital, or the rate of return required by the firm or investors for similar investments. The RADR includes the time value of money, the risk-free rate and the discount risk premium. Conventional projects that have similar risk characteristics as existing businesses should not influence the aggregate risk of a firm and would therefore be discounted at the opportunity cost of capital. The discount risk premium is adjusted upwards for projects with above-average risk, and down for
projects with below-average risk. The return of an investment project can also be compared to a hurdle rate to determine whether the project should proceed.
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CHAPTER 4

Three Strategic DCF Case Studies

4.1 INTRODUCTION

The DCF principles are now applied to three case studies, an IT project, an electricity natural gas generator and a pharmaceutical company. The first two case studies are considered from a management viewpoint, while the third can be viewed from both a management and an investor’s perspective.

4.2 SOFTWARE DCF EXAMPLE

4.2.1 IT investments and value

Over the last decade investment in information technology (IT) has become a major component of the capital budget in many service and manufacturing organizations. Although IT investments can be highly risky, the corporate rewards can be enormous. Managing this expenditure in today’s business environment raises a number of important issues for corporate decision makers, including how IT investments should be integrated with strategy, and the risk management implications of these investments. IT projects can be viewed as an activity where resources are allocated with the goal of maximizing shareholder value. Any software project is therefore managed with the goal of maximizing value, where value is defined in terms of the market value that is added to the firm. IT investments are not only costly, however, they are also often risky due to the uncertainty of the value of future payoffs.

The trend in placing IT on a cost recovery or profit centre basis introduced the return on investment (ROI) concept into IT project analysis. In a conventional discounted cash flow (DCF) valuation analysis, a forecast of the future cash flows is
discounted at the risk-adjusted opportunity cost of capital to obtain the present value. Present values are derived for both costs and benefits. Taking the sum of the present value of the returns derives the net present value (NPV). If the resulting NPV is positive then the project is viable. The NPV of a feasible project corresponds to the change in value of a firm if it proceeds with the investment. If the NPV were positive the investment decision would be to proceed with the investment, as this would increase firm value by the NPV amount. Likewise if the NPV is negative the investment should not be made.

Valuing IT investments using cost/benefit or ROI analysis, however, has always been a problem in computation. It is typically a lot easier to calculate the costs/investment than it is to calculate the benefits/returns. However, there are concepts such as partitioning returns/benefit analysis into tangible and intangible benefits that can be used. The approach used in this case study is to ignore all intangible benefits and focus on tangible benefits, as most tangible benefits can be converted into measurable returns. The uncertainties associated with a firm’s IT investments can also be defined as project- and market-related risks. Project-related risks are associated with the planning, implementation and management of a firm’s IT project, such as the technology not delivering, cost overruns and project setbacks. Market-related risks are the factors that can influence the demand for a firm’s products and services, such as customer approval and the behaviour of competitors. Even if a project meets management expectations, therefore, any capabilities created by the project may not be suitable for the existing market environment at the time of completion.

4.2.2 Software restructuring

The decision to restructure a software system is one confronted by many IT managers. Restructuring a system is often not only very costly but also risky, as the future payoffs are not only uncertain but also likely to be in numerous dimensions. If the focus is simply a payoff of reducing any costs that will be related to making future system alterations, for example, the future required changes might not materialize. Other uncertainties that can be associated with software restructuring projects include development costs, coding problems and subsequent operational failures, developments in future technology and standards, user acceptance and the possible costs associated with changes in processes.

IT managers cannot always predict how systems will need to be adapted to changing user requirements, market developments and developments in technology. The management objective, however, is still to design and implement IT investments that maximize firm value. Selecting a modular structure or architecture allows any future potential changes to be localized rather than system wide, and therefore can reduce any costs associated with software restructuring. The modular concept can be extended by considering the value of an information system as the sum of the values of each of the system’s modules (Baldwin and Clark, 1999). The advantages of using this additive approach to value a system are its simplicity and the potential to provide a practical framework for managing systems that consist for
the most part of independent components. Such an approach to managing software systems therefore would be consistent with maximizing value.

4.2.3 DCF analysis

A modular approach to software architecture has the potential to localize any required future software restructuring. Any payback from software modifications using a modular approach will therefore be in the form of reduced future costs. Under a DCF analysis based on using only tangible returns the IT manager would compare the present value of the future tangible benefits represented as a cash flow stream against the present value of the costs. The DCFs associated with the software restructuring appear in Table 4.1. The expected future tangible savings are $132,000 and associated costs are $100,000. A discount rate of 10% and a one-year time horizon \((t)\) are used for illustration.

The NPV decision rule is to invest if the NPV is positive. As the static NPV of the investment is $20,000, which is positive, the decision under the NPV is to restructure immediately. The project would then be accepted immediately based on this analysis.

<table>
<thead>
<tr>
<th>Table 4.1</th>
<th>IT software restructuring DCF analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Costs at (t_0)</td>
<td>(-100,000)</td>
</tr>
<tr>
<td>Savings at (t_1)</td>
<td>132,000</td>
</tr>
<tr>
<td>Discount rate</td>
<td>10%</td>
</tr>
</tbody>
</table>

\[
NPV = -100,000 + \frac{132,000}{1.10} = 20,000
\]

4.3 ENERGY

4.3.1 The global energy markets

The energy market is the largest market in the world after currencies. Over the last century world GDP grew by an average of 3% a year, sustained by an energy supply annual growth rate of 2%. Annual global energy consumption increased from the equivalent of 4 barrels of oil per person to 13 over the same period. Over the last decade the world’s energy demand increased at 1.5% to 2% per annum. Today the world consumes 400 quads (quadrillion British thermal units – BTUs) of total energy per year, the equivalent to 200 million barrels of oil per day. This consumption is composed of 40% oil, 22% gas, 24% coal, 6% nuclear, and 8% for all other energy forms, which is mainly hydroelectric. Less than 0.5% of total consumption comes from renewable energy (statistics are from Economides and Oligney, 2000; Hamel, 2000).
Attempts at 20-year energy forecasts have been made in the past using annual growth rates to predict both total energy demand and the composition of the energy sources. Forecasts for the 1990s’ energy consumption levels that were done in the 1970s have proved to be quite accurate. However, forecasts of the market share of energy types have not had the same success, as political, economic and technological events have influenced the various sources of energy. The challenge today in a world with a rapidly growing population is to meet the global energy requirements with an approach that addresses both environmental concerns and the economics of sustainable development.

Georges Dupont-Roc, head of Royal Dutch/Shell energy planning group in the 1990s, analysed the long-term issues that might impact on the world’s various sources of energy supply. His 1994 report, *The Evolution of the World’s Energy Systems*, (see Hamel, 2000, p. 176) provides two potential scenarios for the next century:

- **sustained growth**, which assumes that energy use will maintain its historical growth rate, in which case an individual will be consuming the equivalent of 25 barrels of oil per capita by 2060.

- **dematerialization**, which assumes that energy growth would become detached from the growth in GDP as energy efficiency is improved through technologies and market trading. Under this scenario, consumption per person will be the equivalent of only 15 barrels of oil a year by 2060.

Dupont-Roc’s view is that the most likely alternative will be the continuation of *sustained growth*, where energy efficiency will continue to increase at 1% per annum as it has over the past century. Energy efficiency would have to grow at twice the historical rate for the dematerialization scenario to emerge, something that has not taken place for any sustained period of time. If dematerialization did occur it would have to start in the developed nations and then would take several decades to reach underdeveloped regions. Dupont-Roc’s prediction was that as the world’s population and environmental problems increased it is going to be impossible to avoid an energy shortage.

The development of a new energy market can take a long time if history is any precedent. As energy consumption increased in the past, the energy markets diversified from coal to oil, natural gas and nuclear energies, although each of these markets took some time to develop. Global energy consumption in the twenty-first century will consist of energy types such as oil, natural gas, nuclear power, coal, renewable energies or other energy forms. While trend forecasts are likely to be reasonable based on Dupont-Roc’s future growth scenario and the accuracy of past forecasts, the breakdown of total energy consumption into each energy type in terms of equivalent BTUs, however, will be much harder to predict. It is also impossible to foresee, as with any developing technology in its early stages, which new energy types will dominate in the twenty-first century. Uncertainty is assured as future political, economic and technology events develop, and therefore a strategy would be to pursue a portfolio approach to energy, where the goal would be to take options on a range of energy sources.
4.3.2 The power markets

For most of the twentieth century power companies existed as natural monopolies, dominating the industry’s complex public, economic and technical structures while at the same time delivering ever-greater volumes of electricity at diminishing prices. Although state regulatory commissions were created to guarantee that the benefits from the monopoly flowed to customers, the regulatory environment gave utilities the protection needed to expand, develop alliances, and establish market power. In the 1970s things started to change, however, with the decline in productivity improvements from generating technologies and the effects of the 1970s energy crisis. Power companies could no longer continue to produce electricity at a diminishing cost, and their market power was beginning to be challenged by a developing environmental movement.

By the 1990s power companies began to lose their dominance over the utility system and no longer had the general support of stakeholders. When the structure for power markets was conceived initially in the twentieth century the consensus was for natural monopolies that were supervised by government. However it was evident by the 1990s that the original motivation for organizing the power markets as regulated monopolies no longer appeared to be valid. Support for the monopoly consensus had begun to erode among the various stakeholders as they began to see the opportunities in a new market structure based on deregulated markets.

As a result the power markets in the twenty-first century are likely to be entirely different to the protected market structures that emerged in the early twentieth century. The forces of deregulation, convergence through mergers and acquisitions, globalization and new technologies are now fundamental drivers in the energy markets. The trend to open markets is accelerating as governments separate and open to competition the traditional monopoly areas of power generation, transmission, and distribution. All these events have forced power companies to reevaluate their strategies, organizational structures and asset profiles.

Power companies have responded to this new competitive environment through cutting costs, mergers and buying power companies in other countries. Another dominant trend in the energy industry is the convergence between gas and power business. Units of energy are becoming interchangeable, and companies are now exploring energy areas such as gas transmission, gas distribution, gas trading, wholesaling, power generation, electric utilities and electricity trading. At the same time small scale generation technologies are providing firms with the ability to produce electricity themselves, and therefore eliminating the need to purchase power from the utilities.

4.3.3 Power generator case study

Energy Corporation (EC) is an energy generator with a portfolio of electricity plants. An evaluation of the potential value of the Sparkie Power Station (SPS), a gas-fired power plant within the energy portfolio, was required by EC. EC’s strategy is to use...
SPS as a provider of high-peak power to maximize EC’s gross margin, and also as a risk-management tool to cover plant failure events at its coal-fired power stations.

The industry standard for the valuation of power assets is the traditional dispatch model. This approach values plants by determining the marginal cost-based clearing price, and calculating cash flows that are based on the intrinsic spread, the spark spread, between the electricity price and the cost of fuel for generation. The dispatch model calculates the margin received, or the spark spread, over the life of the plant, and discounts it to the present. The discount rate used was based on EC’s weighted average cost of capital.

Although electricity cannot be easily stored, the fuels used to generate the electricity can be stored, and the link between the two fuels implies that the forward curve for electricity should be related to the input fuels. An arbitrage pricing approach takes this into account by considering the conversion process. One of the key steps in the conversion process is the generation process itself and this depends on the efficiency of generation expressed as the heat rate – the number of BTUs required to generate one kWh of electricity.

A basic electricity forward curve can be obtained for the fuel forward curve via the following relationship:

\[
\text{Cost}_{\text{electricity}} = \text{Heat rate} \times \text{Price}_{\text{fuel}}
\]  

A constant value of the heat rate implies that the shape of the electricity forward curve should resemble the forward curve of the input fuel. The cost of electricity can be converted into a forward price after taking into account costs associated with fixed assets, transmission and tolling charges and others such as fuel storage, and fuel transportation. These costs obviously change through time. Figures 4.1 and 4.2 illustrate SPS’s power and natural gas curves respectively. Forward energy curves can be created as composite curves that consist of market data such as futures, forward prices and curve modelling. One feature exhibited by energy prices is the high level of seasonality, a repetitive cyclical pattern in the price over time. Seasonality in the energy markets is driven typically by demand caused by weather factors such as hot summer months.

The assumptions for the DCF analysis are:

- The plant output is 300 MWh
- It is assumed that SPS has a total remaining life of 15 years
- The 15-year power and natural gas forward price curves each consist of a series of one-month forward prices that represent the hourly average over each month
- The valuation cash flows are pretax
- The heat rate is 10,000. To derive the spark spread the heat rate is divided by 1,000
- The plant will run 16 hours per weekday, except in the summer months when it will run 24-hours per weekday
Figure 4.1 Power forward price curve

Figure 4.2 Natural gas forward price curve
### Table 4.2 Discounted cash flow analysis (as at 31 December 2001)

<table>
<thead>
<tr>
<th>Month</th>
<th>Jan 02</th>
<th>Feb 02</th>
<th>Mar 02</th>
<th>Apr 02</th>
<th>May 02</th>
<th>……</th>
<th>Jul 16</th>
<th>Aug 16</th>
<th>Sep 16</th>
<th>Oct 16</th>
<th>Nov 16</th>
<th>Dec 16</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy – MWh</td>
<td>300</td>
<td>300</td>
<td>300</td>
<td>300</td>
<td>300</td>
<td>……</td>
<td>300</td>
<td>300</td>
<td>300</td>
<td>300</td>
<td>300</td>
<td>300</td>
</tr>
<tr>
<td>Power price</td>
<td>36.02</td>
<td>36.00</td>
<td>37.00</td>
<td>44.36</td>
<td>45.36</td>
<td>……</td>
<td>62.93</td>
<td>61.93</td>
<td>59.40</td>
<td>39.98</td>
<td>38.57</td>
<td>37.88</td>
</tr>
<tr>
<td>Gas price</td>
<td>4.00</td>
<td>3.88</td>
<td>3.75</td>
<td>3.61</td>
<td>3.59</td>
<td>……</td>
<td>3.58</td>
<td>3.58</td>
<td>3.37</td>
<td>3.40</td>
<td>3.65</td>
<td>3.78</td>
</tr>
<tr>
<td>Heat rate</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
<td>……</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
</tr>
<tr>
<td>Spark spread – $/MWh</td>
<td>(3.98)</td>
<td>(2.80)</td>
<td>(0.50)</td>
<td>8.26</td>
<td>9.46</td>
<td>……</td>
<td>27.13</td>
<td>26.13</td>
<td>25.70</td>
<td>5.98</td>
<td>2.07</td>
<td>0.08</td>
</tr>
<tr>
<td>Start-up costs</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1.04</td>
<td>1.04</td>
<td>……</td>
<td>0.16</td>
<td>0.15</td>
<td>0.12</td>
<td>1.04</td>
<td>1.04</td>
<td>1.04</td>
</tr>
<tr>
<td>Total operating hours</td>
<td>384</td>
<td>336</td>
<td>352</td>
<td>352</td>
<td>384</td>
<td>……</td>
<td>528</td>
<td>552</td>
<td>552</td>
<td>352</td>
<td>368</td>
<td>368</td>
</tr>
<tr>
<td>Total revenue $</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>762,256</td>
<td>969,792</td>
<td>……</td>
<td>4,272,392</td>
<td>4,302,128</td>
<td>4,235,920</td>
<td>521,488</td>
<td>113,528</td>
<td>0</td>
</tr>
<tr>
<td>O&amp;M costs</td>
<td>1.50</td>
<td>1.50</td>
<td>1.50</td>
<td>1.50</td>
<td>1.50</td>
<td>……</td>
<td>1.50</td>
<td>1.50</td>
<td>1.50</td>
<td>1.50</td>
<td>1.50</td>
<td>1.50</td>
</tr>
<tr>
<td>Total O &amp; M costs $</td>
<td>172,800</td>
<td>151,200</td>
<td>158,400</td>
<td>158,400</td>
<td>172,800</td>
<td>……</td>
<td>237,600</td>
<td>248,400</td>
<td>248,400</td>
<td>158,400</td>
<td>165,600</td>
<td>165,600</td>
</tr>
<tr>
<td>Net cash flows $</td>
<td>(172,800)</td>
<td>(151,200)</td>
<td>(158,400)</td>
<td>603,856</td>
<td>796,992</td>
<td>……</td>
<td>4,034,792</td>
<td>4,053,728</td>
<td>3,987,520</td>
<td>363,088</td>
<td>(52,072)</td>
<td>(165,600)</td>
</tr>
<tr>
<td>Discount factor (6.5%)</td>
<td>0.9973</td>
<td>0.9923</td>
<td>0.9872</td>
<td>0.9820</td>
<td>0.9769</td>
<td>……</td>
<td>0.4000</td>
<td>0.3979</td>
<td>0.3958</td>
<td>0.3937</td>
<td>0.3917</td>
<td>0.3896</td>
</tr>
<tr>
<td>Present value $</td>
<td>(172,339)</td>
<td>(150,031)</td>
<td>(156,377)</td>
<td>593,015</td>
<td>778,576</td>
<td>……</td>
<td>1,613,998</td>
<td>1,612,923</td>
<td>1,578,253</td>
<td>142,955</td>
<td>(20,394)</td>
<td>(64,518)</td>
</tr>
</tbody>
</table>

NPV = $136,874,152
The start-up cost is $5,000 per start-up. A MWh start-up cost was derived per month as the number of start-ups per month times $5,000, which is divided by the total operating hours per month times the number of MWs.

- The operations and maintenance (O&M) costs are $1.50 per MWh.

- The pretax discount rate is 6.50%. The maturity for each discount factor is the middle of each month.

- The NPV of SPS is the sum of the present values of the net cash flows for each month.

4.4 THE PHARMACEUTICAL INDUSTRY

4.4.1 New drug development

The development of a new drug is risky business. Of the virtually infinite number of molecular compounds that may have pharmacological effects, drug companies must choose carefully the compounds in which to invest the millions of development dollars required before launching a new product on the market. The development process is composed of several stages, during which the drug company gathers evidence to convince government regulators that it can consistently manufacture a safe and efficacious form of the compound for the medical condition it is intended to treat. At the end of each stage the company uses the technological and market information revealed up to that point to decide whether to abandon or continue development.

Drugs that reach the market in the United States typically pass through the following stages:

1. **Discovery**: In this stage, chemists and biologists expend a significant amount of effort to develop concepts for synthesizing new molecular entities (NMEs). Many such entities are abandoned at this stage.

2. **Pre-clinical**: The NME is screened for pharmacological activity and toxicity in an artificial environment and then in animals. If the NME is a promising candidate for further development, the company files an investigational new drug application with the Food and Drug Administration (FDA). An approved investigational new drug application allows the company to continue development by testing the drug on humans in clinical trials.

3. **Clinical trials**: Clinical trials are generally broken down into three phases:
   - **Phase 1**: Testing is conducted on a small number of (usually healthy) volunteers to obtain information on toxicity and safe dosing in humans. Data are also collected on the drug’s absorption and distribution in the body, the drug’s metabolic effects, and the rate and manner in which the drug is eliminated from the body.
Phase II: The drug is administrated to a larger number of individuals selected from among patients for whom the drug is intended. Successful Phase II trials provide significant evidence of efficacy, and additional data on safety.

Phase III: This final pre-marketing clinical development phase involves large-scale trials on patients to obtain additional evidence of efficacy. Larger sample sizes increase the likelihood that actual benefits will be found statistically significant, and that any adverse reactions that may occur infrequently in patient populations will be observed. Phase III trials are designed to closely approximate the manner in which the drug will be utilized after marketing approval.

4. FDA filing and review: After the clinical development phases have been completed and the company believes it has sufficient evidence for approval, it submits a new drug application (NDA) to the FDA for review. Marketing for approved uses may begin upon notification from the FDA.

5 Post-approval: While the firm receives revenues from the sale of its new drug, it conducts additional research to support the marketing efforts and to develop extensions of the product. Extensions include alternate formulations and dosages for subsets of patients such as children.

4.4.2 Agouron Pharmaceuticals

Agouron was founded in 1984 and became a public company in 1987. Until 1997, the company had no operating income from products and most of its efforts focused on the discovery of NMEs and clinical trials of them. Agouron also formed partnerships with large pharmaceutical companies to collaborate on the discovery, development and commercialization of drugs based on biotechnology.

Such partnerships are common in the pharmaceutical industry. For the biotech companies, the partnerships provide credibility, capital, additional technical expertise and the means to market their products in many areas of the world where the larger company has established operations. For the large pharmaceutical companies, the biotech companies provide additional sources of innovative ideas and become an extension of their research and development (R&D) groups. In a typical partnership the larger company acquires equity in the biotech company, and provides payments to the biotech company upon the initiation of the specified phase of development or governmental approval of a drug. The companies then share the resulting cash flows of the approved drug.

In July 1994, Agouron was conducting research on anti-cancer and anti-HIV compounds. It had two anti-cancer NMEs in Phase I clinical trials, and one anti-HIV NME in pre-clinical development. During the next four and a half years, Agouron made several major announcements about the progress of its research and development. On 26 January 1999, Agouron announced that it was being acquired by Warner Lambert Company for stock valued at $2.1 billion.
4.4.3 Assumptions

Because of the political environment regarding health care costs, much has been written recently about pharmaceutical R&D. For this study assumptions were made about development costs, probabilities of success, and profitability of new drugs based on the work of Myers and Howe (1997), the Office of Technology Assessment (1993), DiMasi et al. (1991) and Grabowski and Vernon (1994) to make assumptions about development costs, probabilities of success, and profitability of new drugs. All costs and revenues are stated in 1994 constant US dollars.

Following Myers and Howe it was assumed that a drug reaching the market would fall into one of five quality categories:

- dog
- below average
- average
- above average
- breakthrough.

A marketed drug has a 60% probability of being of average quality and a 10% probability of being in each of the other four categories. The revenues associated with each quality category are highly skewed, with the peak revenue for dog and below average drugs being no more than $7.4 million a year and that of breakthrough drugs being $1.3 billion a year. The assumed revenue for each category by year after launch is shown in Figure 4.3. Peak annual revenue by category is as follows (in millions):

- Breakthrough: $1,323,920
- Above average: 661,960
- Average: 66,200
- Below average: 7,440
- Dog: 6,620

Table 4.3 shows, for each development stage, assuming successful completion of the prior stage(s), the assumed pretax cost, duration in years and probability of successful completion of that stage. For R&D stages of duration greater than one year, it was assumed that total cost was allocated equally to each year. For some approved drugs, it was assumed that post-approval clinical trials would be done. The purpose of these trials is to support the marketing effort for the drug. For example, the results of post-approval clinical trials are often cited in promotional literature presented to doctors by sales representatives. Without new information, getting the attention of a busy doctor is often difficult for a sales rep. For drugs with low sales (dog or below average drugs) it was assumed that revenues would be insufficient to warrant post-approval clinical trials.
Figure 4.3 Revenue streams for new drugs by quality category
(Revenue $millions; log scale)

Source: Data for first 13 years from Myers and Howe; data for remaining years from US Congress, Office of Technology Assessment
As are most products, drugs are subject to a product life cycle. The peak period of a drug’s life cycle occurs just prior to patent expiration. After the patent expires, competitors may sell generic versions of the compound, and competition causes revenues to drop. Myers and Howe (1997) did not include revenues past the peak year, because the post-patent expiration years were not relevant to their analysis. The assumptions here regarding post-patent years were based on the Office of Technology Assessment report (US Congress). Table 4.4 provides details for other cash flow assumptions.

### Table 4.3 Pretax costs, durations and conditional probabilities of success for R&D stages

<table>
<thead>
<tr>
<th>R&amp;D stage</th>
<th>Total cost ($000)</th>
<th>Years in stage</th>
<th>Conditional success (probability)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Discovery</td>
<td>2,200</td>
<td>1</td>
<td>0.60</td>
</tr>
<tr>
<td>Pre-clinical</td>
<td>13,800</td>
<td>3</td>
<td>0.90</td>
</tr>
<tr>
<td>Clinical</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Phase I</td>
<td>2,800</td>
<td>1</td>
<td>0.75</td>
</tr>
<tr>
<td>Phase II</td>
<td>6,400</td>
<td>2</td>
<td>0.50</td>
</tr>
<tr>
<td>Phase III</td>
<td>18,100</td>
<td>3</td>
<td>0.85</td>
</tr>
<tr>
<td>FDA filing</td>
<td>3,300</td>
<td>3</td>
<td>0.75</td>
</tr>
<tr>
<td>Post-approval</td>
<td>31,200</td>
<td>9</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Source: Myers and Howe (1997)

### Table 4.4 Other cash flow assumptions

<table>
<thead>
<tr>
<th>Item</th>
<th>Assumption</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost of revenue</td>
<td>25.5% of revenue</td>
<td>US Congress</td>
</tr>
<tr>
<td>Marketing expense</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Year 1 after launch</td>
<td>100% of revenue</td>
<td>Myers and Howe</td>
</tr>
<tr>
<td>Year 2 after launch</td>
<td>50% of revenue</td>
<td></td>
</tr>
<tr>
<td>Year 3–4 after launch</td>
<td>25% of revenue</td>
<td></td>
</tr>
<tr>
<td>Year 5–13 after launch</td>
<td>20% of revenue</td>
<td></td>
</tr>
<tr>
<td>G&amp;A*</td>
<td>11.1% of revenue</td>
<td>US Congress</td>
</tr>
<tr>
<td>Tax rate</td>
<td>35% of profit</td>
<td>Myers and Howe</td>
</tr>
<tr>
<td>Working capital</td>
<td>17% of revenue</td>
<td>US Congress</td>
</tr>
</tbody>
</table>

* General and administrative expenses

As are most products, drugs are subject to a product life cycle. The peak period of a drug’s life cycle occurs just prior to patent expiration. After the patent expires, competitors may sell generic versions of the compound, and competition causes revenues to drop. Myers and Howe (1997) did not include revenues past the peak year, because the post-patent expiration years were not relevant to their analysis. The assumptions here regarding post-patent years were based on the Office of Technology Assessment report (US Congress). Table 4.4 provides details for other cash flow assumptions.

### 4.4.5 DCF valuation

The value of Agouron can be viewed as the sum of the values of its portfolio of projects. Each project’s value can be derived using the DCF method. As at 30 June 1994, these projects consisted of the two anti-cancer NMEs in Phase I clinical trials.
and Viracept, the anti-HIV NME in pre-clinical development. During the period 30 June 1994 to 23 December 1996 Agouron had other projects in the discovery, pre-clinical or Phase I clinical trials stages of development, but Viracept was the only NME to make it to approval during this period.

The assumptions for the biotechnology company’s DCF analysis, based on the Kellogg and Charnes data, are:

- 100% of the cash flows for the development stage, that is, the projects make it through all the discovery stages to the approval, or the FDA filing stage.

- The constant 1994 USD revenue cash flows were inflated at 3.585% per annum for the revenue streams from year fourteen, when the revenue streams commence, to year thirty five. This inflation estimate is the average of the GDP deflator index over the five years prior to the date of the valuation.

- Real discount rates of 6.0% and 9.0% were used for the development cash flows and commercialization cash flows respectively. Adding the inflation estimate of 3.585% to the real discount rates provided the nominal discount rates of $d = 9.8\%$ for the development stage, and $c = 12.9\%$ for the commercialization stage.

Table 4.5 illustrates the cash flows for a drug at the discovery stage under the assumptions above.

The cash flow assumptions are:

- The present value of the R&D pre-commercialization costs is $(31,395,000)$, which assumes 100% of the cash flows for the development stage.

- The expected NPV of the commercialization stage. This is derived from:
  - The revenues for each drug quality from years fourteen to thirty five minus taxes, marketing costs, general and administration costs and other expenses.
  - The probabilities for each of the five categories of a drug at the marketing stage.
  - The expected net present value of the commercialization cash flow is the sum of each drug quality at $t_0$ and scaled by the probability for that drug quality.

The NPV of a drug is therefore the present value of R&D pre-commercialization costs plus 12.9% (the product of the conditional probabilities from the discovery to the post-approval stages; see Table 4.3), times the expected NPV of the commercialization revenues:

$$
(31,395,000) + 0.129 \times 113,689,000 = 16,729,000
$$

Table 4.6 illustrates the calculation of the Agouron share price based on the NPV method. The Agouron portfolio consisted of two cancer drug projects, Viracept and seven drugs in research. It is assumed that there is a joint venture partner (to help fund development and bring the product to market) and that half of the value...
would accrue to the partner. The remaining proportion of the total expected NPV is divided by the number of shares, which gives a share price based on the NPV method of ($6.15). The large negative value of (45,421,000) is due to seven projects that Agouron had in research which, based on the DCF method, produced a large negative value when combined together.
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**Table 4.5** NPV of a drug at the discovery stage (in 000s)

<table>
<thead>
<tr>
<th>Phase</th>
<th>NPV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Discovery</td>
<td>(2,004)</td>
</tr>
<tr>
<td>Pre-clinical</td>
<td>(13,203)</td>
</tr>
<tr>
<td>Phase I</td>
<td>(15,223)</td>
</tr>
<tr>
<td>Phase II</td>
<td>(19,455)</td>
</tr>
<tr>
<td>Phase III</td>
<td>(29,810)</td>
</tr>
<tr>
<td>FDA filing</td>
<td>(31,395)</td>
</tr>
</tbody>
</table>

**Table 4.6** DCF valuation of Agouron as at 30 June 1994 (in 000s) (with approval probabilities)

<table>
<thead>
<tr>
<th>Phase</th>
<th>Cost of development</th>
<th>Probability of approval</th>
<th>Value of approval</th>
<th>Expected value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cancer drug 1</td>
<td>22,968</td>
<td>23.90%</td>
<td>160,481</td>
<td>15,387</td>
</tr>
<tr>
<td>Cancer drug 2</td>
<td>22,968</td>
<td>23.90%</td>
<td>160,481</td>
<td>15,387</td>
</tr>
<tr>
<td>Viracept</td>
<td>31,155</td>
<td>21.50%</td>
<td>123,921</td>
<td>(4,512)</td>
</tr>
<tr>
<td>7 drugs in research</td>
<td>219,765</td>
<td>12.90%</td>
<td>795,823</td>
<td>(117,104)</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td>(90,842)</td>
<td></td>
</tr>
<tr>
<td>JV share</td>
<td></td>
<td></td>
<td>(45,421)</td>
<td></td>
</tr>
<tr>
<td>Shares</td>
<td></td>
<td></td>
<td>7,385,988</td>
<td></td>
</tr>
<tr>
<td>Value per share</td>
<td></td>
<td></td>
<td>(6.15)</td>
<td></td>
</tr>
</tbody>
</table>


Developments in Strategy, Value and Risk
Strategy is defined as the process by which a firm deploys its resources and capabilities within its business environment in order to achieve its goals. Corporate strategy is concerned with where a firm competes; business strategy is concerned with how a firm competes. There are essentially two schools of thought in regards to strategy, the design school and the process school (Grant, 1998). The design school views strategy as a rational process where the organization, its external environment and performance are analysed and evaluated. The subsequent strategy is then conveyed and implemented throughout the organization. Although normative in approach, in practice the design method is typically less regimented. The process school focuses on the practicalities of how strategies materialize, focusing on the strategic decision processes. The goal is to uncover the factors that determine the managerial development of successful performance enhancing strategies.

A strategy that cannot be implemented has no value. Strategy development, however, has to include rational analysis, perceptions and experience. Therefore the analysis and implementation of strategy cannot be separated, as in practice strategy is constantly being modified and revised as new information and knowledge becomes available. The advantage of analytical frameworks is that they provide a method for systematically assessing the enormous amount of information available on both the internal and external environment. Strategic analysis provides a framework where the value lies not so much in providing answers, but rather in the guidance of decision making, the comparison and evaluation of alternatives, and studying the source of business successes and failures.

The objective of all organizations is the creation of value. Value, however, has different meanings to different stakeholders. Organizations create value by managing resources through their capabilities to deliver products or services that offer customer value, by maintaining relations with resource providers and
customers, and by organizing activities through management systems, processes and governance. To do this an organization has to create an equitable balance between stakeholders such as management, customers, employees, financiers, unions, suppliers, shareholders, government and society in general. Although value has to be established and maintained by organizations in order to offer incentives to various stakeholders, a premium is associated with value creation for customers and shareholders. The creation of value for other stakeholders is dependent on the success of creating value for customers and the incentives offered to shareholders, the residual stakeholders. Offering unsuitable incentives to stakeholders, however, is likely to lead to the destruction of shareholder value (Birkett, 2001).

The increasing international competition and deregulation of markets are intensifying competitive pressure, and most business environments are facing rigorous price competition. Innovations and changes in demand patterns are causing many industry barriers to break down, making sustainable competitive advantage an increasingly difficult proposition. This is introducing a number of issues in organizations. How can value be created and managed in an increasingly dynamic environment? How can organizations improve their capabilities to respond and adapt to these continuous and multidimensional changes in their environment and markets? How do organizations manage the effect of competition on industry structures? How can organizations create internal environments that create and manage innovation?

In response to these issues a number of concepts have had an impact and influence on organizations in recent years. These include the role of resources and capabilities, the dynamic analysis of industry and competition, and real options analysis. Seeking sustainable competitive advantage by defining the organization in terms of matching resources and capabilities, or competences, focuses on an organization’s internal environment. The economic disciplines of Schumpeterian analysis and game theory focus on the instability of industry boundaries and the competitive environment. Real options analysis provides a framework that links value to risk and uncertainty, and a metric for managing flexibility and long-term strategic opportunities.

5.1 CREATIVE DESTRUCTION

The organizations of the twentieth century were managed with the assumption of continuity, which was reinforced with techniques that focused on sources of efficiency such as economies of scale, labour specialization, cost controls and vertical integration. This static regime of incremental change lasted for more than 70 years. This assumption of continuity, however, is no longer valid. Organizations are now confronting the deconstruction of markets and industries. This trend is likely to broaden and therefore ultimately influence all sources of competitive advantage, and raises issues that are likely to heavily influence strategic management in the future. The first development is the increasing commoditization of corporate assets,
and the second is the difficulty that management will have in sustaining any competitive advantage.

In their book *Creative Destruction*, Richard Foster and Sarah Kaplan analysed the continuity of organizations over the twentieth century, using business publications, market indices and corporate performance data. The focus of the analysis was the limitations of long-term corporate performance that result from the inevitable changes in the business environment, which Foster and Kaplan call ‘discontinuities’. A comparison of ranked US companies illustrates these discontinuities. In 1917 Forbes published their first list of the 100 largest American companies, which were ranked by assets. Forbes revisited its initial 100 list in 1987 and compared it to its then current list of top organizations. Sixty-one of the original 100 companies had survived, with 18 of the remaining 39 companies managing to stay in the top 100. These 18 companies, however, earned an investment return that was 20% less than the total market between 1917 and 1987.

The same result is found for Standard & Poor’s (S&P) 500. After the S&P 90 index was initially started in the 1920s, changes in the index were relatively slow for the first 20 years, with an average turnover in companies of 1.5% per year. A firm that was included in the index during this period would remain there for an average of more than 65 years. By 1998 the rate of change in the S&P, however, had shifted dramatically, increasing to nearly 10%. The time a firm spent in the index over the last 70-plus years had decreased from an average of 65 years to 10 years. Over the last 40 years only 74 of the original 500 firms that comprised the S&P 500 in 1957 still remained on the index in 1997. Only 12 of these 74 firms outperformed the S&P index over the period from 1957 to 1998.

The results of this analysis raise the question as to why do indices such as the S&P 500 perform better in the long run than nearly all of the major corporations of the twentieth century. Foster and Kaplan conclude that the capital markets and their benchmark indices support the formation of firms and allow their continuation if they remain competitive. The capital markets will, however, eliminate any firms that fail in their capacity to perform, a process Schumpeter referred to as ‘the gales of creative destruction’. Organizations that are managed with the notion of continuity have not been able to transform themselves and therefore create value at the pace of the markets.

There are some fundamental drivers of this regime of discontinuity. Capital markets have become increasingly efficient, flexible and transparent due to financial innovation and the increasing amount and accuracy of corporate information. Barriers to entry are being eroded through competition that is the result of improved capital markets, globalization, political transformations and the developments in communications and information. The inevitable end result of these developments is that *economic profits are becoming less sustainable*, and it is therefore becoming almost impossible to develop a long-term strategy based on management philosophies entrenched in the notion of continuity.
5.2 INNOVATION

In recent years innovation has become a corporate religion, with organizations considering it the foundation for managing and increasing value. The search for excess returns to create shareholder value has placed an enormous pressure on managers to innovate with new technologies. What exactly innovation is and represents, however, is not only difficult to define but even harder to measure. Most innovators create value by taking advantage of some type of new transformation in areas such as technologies, demographics, markets or regulatory environments to either create new markets or further develop existing markets. Seeking innovations that challenge incumbent markets and participants is an entirely different approach from that where the focus is on incremental improvements to an organization’s product offerings. Although incremental improvements are important, they do not create new markets or ensure continuity, and value can quickly be destroyed in an environment of continuous new product innovation, shorter product life cycles, additional capacity and lower product costs.

The term ‘innovation’ was defined by Schumpeter as:

the commercialisation of all new combinations based upon the application of new materials and components, the introduction of new processes, the opening of new markets, and the introduction of new organisational forms. (quoted in Jansen, 2000)

Invention is the creation of new products and processes that is made possible through the development of new knowledge, or more typically from new combinations or permutations of existing knowledge. Innovation is the initial commercialization of invention, either through the production and marketing of a new product or service, or through the use of a new production method (Grant, 1998). Bringing new products and processes to market therefore not only requires invention, but also the resources and capabilities needed to finance, produce and market the innovation.

Innovation can provide the primary basis for competitive advantage and serve as a principal driver of industry change. It can not only maintain sustainable competitive advantage, but also provide a source for overturning the competitive advantage of other firms. Schumpeter’s view of the competitive process as a ‘gale of creative destruction’ involved the erosion of market leadership through innovation and not imitation. Not all inventions, however, progress into innovations. Many firms have portfolios that contain numerous inventions that have never been commercialized. Managers will require a venture capital approach to innovation, undertaking several projects and knowing how and when to exit a project at an early stage. A culture of innovation, therefore, is not a guarantee of success in today’s business environment. Firms known for their capacity to innovate and execute can also lose market leadership when confronted with market and technological change.

Christensen (2000) proposes three reasons why good management can lead to corporate failure:
The distinction between sustaining and disruptive technologies: most new advances in technologies will lead to product improvement, which Christensen terms sustaining technologies. While sustaining technologies can be either discontinuous or incremental, they all typically lead to improved performance in established products, within the scope that conventional customers previously valued. Now and then, however, disruptive technologies will emerge, innovations that bring to markets a very different value proposition than previously available. Products based on disruptive technologies are typically cheaper, simpler, smaller and frequently more convenient to use, and therefore open new markets. As the developers of disruptive technologies improve their product’s performance with experience and sufficient investment, they are eventually able to take over the mature markets.

The speed of technology development can and often does surpass market requirements. The relevance and competitiveness of different technologies can change with respect to different markets over time. As a result, organizations, in their pursuit to offer better products to customers than competitors to increase margins, provide more than customers need or are prepared to pay for.

Established organizations typically do not invest in disruptive technologies. This rationale is based on three foundations:

- Although disruptive technologies are often relatively simpler and cheaper, they normally offer lower margins.
- Disruptive technologies typically are initially introduced into minor or emerging markets.
- The most profitable customers of a major organization typically do not need products sourced from disruptive technologies. Initially the least profitable customers within a market will typically adopt a disruptive technology. Most organizations with a culture of listening to their best customers and pursuing new products that promise greater margins and growth are usually unable to put together a case for investing in disruptive technologies until it is too late.

An organization’s resource allocation process determines which projects are funded and which are not. Innovation and the allocation of resources are interrelated in that only those projects that receive sufficient funding and resources have any chance of success. Innovation within an organization will therefore be ultimately reflected in how resources are allocated. However, while management may believe they control the allocation of resource within their organizations, in today’s environment it is ultimately the customers and the capital markets that determine how capital is allocated. Organizations depend on customers and the capital markets for resources in order to survive, and therefore provide the products, services and returns that they demand. Organizations that make investments that do not satisfy customers and investors are unlikely to last. As a result, organizations have developed cultures and systems for eliminating ideas that customers and investors do not want. It is therefore difficult for these organizations to allocate adequate resources to opportunities, or disruptive technologies, that are initially not
required by customers. When demand takes off for these opportunities, however, it is usually too late. Most organizations have well-developed processes for managing sustaining technologies that are seen as vital to servicing and keeping existing customers. Few organizations, however, have systems and processes in place to identify and manage potentially disruptive technologies.

5.3 RESOURCES AND CAPABILITIES

Focusing an organization’s strategy on the markets in which it competes may not provide the stability for long-term survival as these markets become increasingly volatile. This has increased interest in the role of an organization’s resources and capabilities as a foundation for strategy and profitability. Creating sustainable competitive advantage by identifying the organization with its internal environment in terms of resources and capabilities can provide a more stable foundation on which to define its uniqueness in volatile external environments.

An organization’s strategies define how it proposes to create value for customers, and therefore for other stakeholders, in terms of the scope and scale of its service offerings over an immediate period and the opportunities it seeks to make or find over a longer term. (Birkett, 2001)

An organization’s success in achieving its strategies depends on its capabilities to execute them over the short and the long term. An organization’s strategic portfolio defines the extent of an organization’s products or services through the identification of customers, competitors, assets, investors, competitive environments, value creation and any associated risks. Although identified the portfolio is also dynamic. In the short term the portfolio is sustained through the efficiency of operations and incremental improvements. In the long term, however, lies a range of opportunities that are yet to be understood, created and realized. Organizations operate under the assumption of continuity while markets operate under a notion of discontinuity, and so the current portfolio probably cannot exist in its current familiar form.

Destruction is a mechanism that maintains innovation through the elimination of those elements in the market that are no longer required, and as such is an unavoidable and essential feature of capitalism. Securing an identified strategic portfolio in a regime of discontinuity depends on an organization’s ability to establish and take advantage of opportunities as they materialize. An organization can recognize and define these options by establishing capabilities to search for the potential value in opportunities that lie in the future. Strategy will therefore need to focus on an organization’s portfolio of real options and the associated value in opportunities that can be maintained within the portfolio. An organization’s strategy will therefore consist of two components. The first is the customer value provided through the organization’s strategic portfolio, while the second is the value opportunities created by the organization’s real options portfolio. These two...
portfolios have to be maintained simultaneously, and so an organization will need the capabilities to manage both the known and the unknown as it positions itself for the future.

The capabilities to manage the real options portfolio, and therefore future value opportunities, are likely to be included in the capabilities necessary to sustain the current strategic portfolio. The combined strategic capabilities are even more likely to encompass the core competences of an organization. These core competences will provide the foundation for managing an organization’s dynamic range and size of products and services and the transformations necessary to take advantage of opportunities that lie in the future. An organization is therefore likely to move from being an efficient operator of assets to becoming the creator, operator and trader of a portfolio of assets, based on these core competences, that will provide the foundation for managing value from the present into the future. Managing value in both the short and long run will require the management and governance capabilities to steer strategy, innovation, resource allocation and the restructuring of organizations and processes through an external environment of continuous and accelerating change.

5.4 GAME THEORY

A substantial amount of economic theory focuses on the conditions under which individuals or organizations maximize benefits or minimize costs. There are many situations, however, where economic decisions are made under conditions of conflict, in which the action of one party will provoke a response from others. In volatile markets an organization not only confronts known competitors, but other uncertainties such as entry from new unforeseen competitors, product substitutes or new technologies, all of which can transform the competitive landscape.

Game theory is the study of the optimal strategies that can maximize payoffs, given the risks associated with assessing the reaction of rivals, and the conditions under which there lies a unique solution. Games can be categorized as zero sum games, where one player’s gain is another’s loss, non-zero games, where a decision by one player may benefit all players, cooperative games, where collusion is feasible, and non-cooperative games when it is not (Bannock et al., 1987).

There are two areas where game theory has made important contributions to strategic management. Game theory’s first contribution is that it has provided a framework for strategic decisions by defining the game in terms of the players, the player’s options, the payoffs from every option combination and the decision sequences. The second is that the insights into bargaining and competition gained from game theory can be used to forecast the equilibrium results of competitive conditions, and the impact of the strategic repositioning by another player.

While game theory has provided insights and background into competitive situations, it has however been less effective in forecasting outcomes and in strategic planning. Game theory relies on constructs based on assumptions that can use few external variables, and can have problems in establishing whether an organization
should compete or cooperate, the sequences of competitive moves, and the role of threats, assurances and commitments. The value from using game theory is less in the analysis of competitive responses and other issues associated with the game, and more in transforming competitive games by establishing sustainable competitive advantage.

Concepts from game theory are now making a contribution to the analysis of real options. The opportunities within real options may be influenced by competitive actions, which can be included in an analysis by combining concepts from both game theory and real options. While academic research on the relationship between option pricing and game theory may still be in its early stages, the combination has the potential to offer solutions to many strategic questions and improve an organization’s strategic positioning in competitive and dynamic environments.

5.5 STRATEGY AND REAL OPTIONS

Advances in strategy have largely been determined by changes in the competitive environment and the subsequent reaction to these changes by organizations. A number of developments in today’s environment have been discussed as being likely to heavily influence an organization’s strategy. These include the speed at which products and services are becoming commoditized, the breakdown of industry barriers, the management of disruptive technologies, changes in demographics and demand patterns, and the increasing dynamics and instability of markets generally. Sustaining competitive advantage and value creation using management processes based on the notion of continuity and incremental improvement is becoming a difficult proposition. Static long-term strategies based on these management values will become increasingly hard to execute.

Value creation will require the strategic capabilities both to manage the current portfolio and manoeuvre an organization through an increasingly dynamic environment. Few organizations have methods, systems and processes to identify and manage discontinuity and disruptive technologies. Transforming an organization so as to be able to create sustainable competitive advantage and value will require new capabilities in strategy, innovation, resource allocation, organizational form and processes. An organization’s strategy will focus on maintaining its strategic portfolio through managing both the known and the uncertain as it positions itself for the future. This will require the capabilities to manage both sustainable technologies, incremental improvements to the existing portfolio, and innovation as value opportunities, the disruptive technologies that are options on the future. An organization’s strategy will therefore need the capabilities to manage a portfolio of real options to sustain value creation. A real options framework has the potential to link value analysis to the problems of uncertainty, discontinuity, resource allocation, management flexibility, managing innovation, and communicating strategy to stakeholders and financial markets.
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6.1 THE NET PRESENT VALUE RULE

The net present value rule is to accept investments that have positive net present values, that is, when the present value of the investment’s cash inflows are at least as large as the present value of the cost outlays. There are some implicit assumptions underlying the NPV method (Dixit and Pindyck, 1994):

■ the investment can be reversed or unwound and any outlays recovered if circumstances prove to be less than expected, or

■ the choice is either a now or never decision, even if the investment cannot be reversed. If the investment is not made immediately then it cannot be made in the future.

Most investments actually do not meet these requirements. Instead the majority of investment decisions have three central features that interact at various levels:

■ The investment cannot be reversed, if not totally then as least to some degree, in which case the initial investment is to some extent a sunk cost, or a cost that cannot be recovered;

■ The investment’s future payoffs have an associated uncertainty;

■ There is some flexibility in the investment timing. There is an opportunity to delay a decision until further information becomes available.

The opportunity to delay and the inability to reverse an investment decision are significant features found in most investments. NPV valuations, however, compare investing immediately with never investing, and reflect a static value derived from assumptions that only consider a single scenario. A NPV analysis does not recognize
any flexibility management has to assess and react to future circumstances that were not initially anticipated. The NPV approach assumes a static commitment to a static strategy. Any business case based on NPV analysis will therefore ignore management’s potential to modify a decision alternative in the future.

Although the NPV approach assumes a predetermined path no matter how events materialise, the business environment today is anything but static. NPV techniques are not designed to capitalize on future opportunities when they arise, or to manage any potential downside risks. NPV valuation methods do not include the value of the opportunity to wait and act in the future as more information becomes available. NPV valuations also imply that risk is a single dimension that reduces value. All uncertainties and decisions are reduced to one single scenario that is adjusted for risk through the level of a discount rate.

6.2 REAL OPTIONS

Strategic flexibility has become a critical management issue in the dynamic business environment that exists today. Management concepts and methods will need therefore to be able to identify and include opportunities that may develop, and losses that may result from adverse market developments. Expanding a strategic analysis so that it includes the value of potential upside gains and downside losses will enhance management’s capabilities to adapt to future market conditions. A better strategic framework would consider a range of opportunities, opportunities defined as options, rights but not obligations to some particular action in the future. Corporate strategy should therefore include in any analysis the concept of a portfolio of options, rather than just a portfolio of predetermined cash flows.

Real options analysis is a valuation and strategic decision paradigm that applies financial option theory to real assets. Stewart Myers (1987) first referred to the term in a discussion about the gap between strategic planning and finance theory. DCF analysis, developed from finance theory, made sense when applied to businesses such as ‘cash cows’. However the discontinuities associated with today’s business environment is putting limitations on the life of businesses such as these and therefore the DCF techniques used to analyse them. Risk can also be leveraged to create rather than suppress value. Hedges can protect investments from downside risks while an exposure is maintained to any upside potential. Real options offer a framework and the metrics for managing strategy, value and risk in today’s business environment.

Organizations will typically invest in projects that generate a return greater than a hurdle rate. Hurdle rates can, however, often be observed at three to four times the cost of capital (Dixit and Pindyck, 1994). One explanation is the implied option value, or opportunity cost associated with a capital investment. Rather than the investment decision being that (discounted) cash inflows must equal or exceed (discounted) cash outflows as per the NPV rule, the investment’s cash inflows must exceed the cash outflows by the value of keeping open any optionality in the invest-
ment. If a decision is made to proceed with an irreversible investment the opportunity to delay the investment is forfeited, and so the rights to any option implied in the investment are exercised. This opportunity cost should therefore be included in the valuation of an investment.

The NPV rule should therefore be revised by subtracting the opportunity cost of exercising any options, and then invest if the modified NPV is positive. The alternative is to keep the conventional NPV and the option value distinct. The investment framework can therefore include two identified value components, the NPV and the real option value. A strategic NPV can therefore be defined as (Trigeorgis, 1996):

\[
\text{Strategic NPV} = \text{standard NPV} + \text{option premium}
\]

The modified NPV rule is now to invest if the strategic NPV is greater than zero.

### 6.3 Valuing Real Options

Financial options are asymmetric relationships, where the option holder has a right but not the obligation to transact at a contracted price (the exercise price) on or before a predetermined date (the exercise or maturity date). A call option is the right to buy, and a put option the right to sell the underlying instrument at the exercise price. A European option can only be exercised at the end of its life, while an American option can be exercised at any time during its life. In the case of a real option it is the right but not the obligation to act, such as deferring, expanding, contracting, or abandoning a project or investment at a predetermined cost (the exercise price) for a predetermined period of time (Trigeorgis, 1996; Copeland and Antikarov, 2001). Value is created in a financial option from the volatility in an underlying financial asset, and the same concept is applied to real options, where value is derived from the uncertainty or the volatility associated with a real asset. Table 6.1 compares the variables found in a financial option with the real option equivalents.

<table>
<thead>
<tr>
<th>Call option on stock</th>
<th>Real option on project</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current value of stock</td>
<td>(Gross) PV of expected cash flows</td>
</tr>
<tr>
<td>Exercise price</td>
<td>Investment cost</td>
</tr>
<tr>
<td>Time to expiration</td>
<td>Time until opportunity disappears</td>
</tr>
<tr>
<td>Stock value uncertainty</td>
<td>Project value uncertainty</td>
</tr>
<tr>
<td>Riskless interest rate</td>
<td>Riskless interest rate</td>
</tr>
</tbody>
</table>

*Source: Trigeorgis (1996)*
A relatively simple argument has been developed in financial economics to price an option under the assumption that no arbitrage opportunities exist. An economy exists that has an abundant set of traded assets from which a portfolio can be created. This portfolio consists of buying a specific number of shares of a stock, against which a certain amount is borrowed at a risk-free rate such that the portfolio replicates an option’s returns in any state of nature. In the absence of any arbitrage opportunities, or risk-free profits, the option and the corresponding portfolio must sell for the same price, as they provide the same future return. Therefore the price of the option is the equivalent to the cost of setting up the replicating portfolio.

The no-arbitrage replicating portfolio concept used to price options can be applied to real options by employing the assumptions used in deriving the NPV of an asset or project. The discount rate used in DCF analysis typically estimated using the CAPM is based on the price of traded twin security with the same risk characteristics as the investment or project being analysed. Therefore the same traded twin security can be used to replicate the real option’s returns. This leads to an important assumption in valuing real options, that existing assets in the economy span the risks in the asset or project being valued. Capital markets must be adequately complete so that an asset exists such that its price is perfectly correlated with the asset underlying the real option. Real options can, however, have risks that are not priced or spanned in the financial markets. These risks that cannot be represented by the price of a traded security are known as private risks.

Incomplete markets can be found in all real asset markets, and even in financial markets. Incomplete markets are likely to remain in regards to a specific risk if the costs exceed the benefits of creating the securities required to span a specific risk, or if there are problems associated with making such securities legitimate. Other market imperfections include intermittent trading, sporadic price discovery and a lack of liquidity. Robert Merton (1998) presented a framework in his 1997 Nobel Prize lecture for determining the value and risk of a non-traded asset by using a portfolio of traded securities. There are two aspects that can be drawn from Merton’s address. The first is that it is probable that some kind of tracking of the risks in a corporate investment can be established through a portfolio of traded securities, in spite of market imperfections. The second is the rigorous definition Merton offers of private risk. Merton defines and measures private risk as the size of the tracking error between the portfolio of traded securities and the value of the underlying asset. Private risk can therefore be identified through the data rather than through subjective breakdowns of market and private risks.

Other techniques that can be used when spanning does not hold are decision analysis and dynamic programming. Decision analysis is a structured quantitative approach for the evaluation of decisions that have complex alternatives, competing objectives and major sources of uncertainty. The origins of decision analysis began at Harvard Business School in the early 1960s as a continuation of the quantitative advances in operations research and management science. Decision analysis combines systems analysis, which considers the interactions and dynamic behav-
ior of complex situations, and statistical decision theory, which focuses on logic in simple uncertain situations. Merging these two concepts into decision analysis provided a focus on logic in uncertain and complex dynamic situations.

Real options and decision analysis both have the common goal of modelling the decisions and uncertainties associated with investments. Where there is a distinction between the real options and decision analysis method is in the definition of valuing risky cash flows. Valuation in decision analysis is derived from the values and preferences of an individual or organization, whereas valuation in real options is derived from prices in traded markets. As value in real options is based on markets, risk-neutral probabilities and risk-free discount rates, the utility functions and risk adjustments to discount rates as used in decision analysis are unnecessary.

The holder of a financial option has an exclusive right over exercising that option. The same however is not always the case in real options. Some real options will be exclusive or proprietary, and therefore the holder of the real option will have sole exercise rights without the threat of competitors. Other investment opportunities however will have shared real options and may also be available to competitors or other potential participants. Other possible situations are where shared real options have no value as they collectively belong to a whole industry, or where they are a public good.

In option markets the best strategy for the holder of a non-dividend paying American call option on a stock is typically to delay the exercise until the option maturity. There is no benefit or opportunity cost associated with waiting to exercise the option, and therefore the holder of the call option would rationally wait as long as possible before exercising that option. If a stock does pay a dividend, however, its value will typically fall after the dividend payout, and so reduce the payoff for a dividend paying American call option if it is exercised immediately after the dividend payout.

Therefore there is an associated opportunity cost in waiting to exercise if a stock option does pays a dividend, in which case early exercise would be a better strategy. In a similar sense, if there were no opportunity costs associated with delaying an investment, the holder of a real option would wait until its maturity before exercising. In circumstances where competitors can enter a market, however, the real option holder would forgo any potential value from waiting to exercise so as to preempt competitors. Competitors entering a market can reduce the value of the cash flows from an investment made in that market, and therefore the value of any investment opportunities.

While there are many issues associated with identifying and valuing real options, in the final analysis the critical issue is to be able to think in terms of real options. Projects and investments can be conceptualized as portfolios of assets that have opportunities, option portfolios that can be managed dynamically as the future unfolds, uncertainty is resolved and new information becomes available. Real options analysis draws on a range of techniques that include market values, quantitative methods, and also qualitative assessment. Even if objective market-based valuations are not always obtainable, a qualitative interpretation of real options is
essential, as a real options framework provides management with a structure for decisions that have to be made in any case.

6.4 TYPES OF REAL OPTIONS

Real options can exist in almost every business decision, although they are not always easily identified. Many types of real options have been recognized and analysed (Dixit and Pindyck, 1994; Trigeorgis, 1996), and the following is a summary of common categories:

- **Option to defer**: The opportunity to invest can be more valuable than investing immediately, as it provides management with the flexibility to defer the investment until conditions become more favourable, or to cancel completely if they become unsatisfactory. The opportunity to defer is the equivalent to a call option on the value of a project. These investment opportunities can still be beneficial even though the investment may have a negative NPV.

- **Option to expand or contract**: Options can exist in projects and operations to expand, to contract, and to shut down and restart. Management can expand production or increase resource deployment if the market environment develops more favourably than expected. This is the equivalent to a call option. On the other hand, operation scale can be reduced if market developments are less than initial expectations, which is the equivalent to a put option.

- **Option to abandon**: Management can abandon an operation if market conditions deteriorate, and liquidate any capital and other assets. The option to abandon is the equivalent to a put option. If the value of the asset or project falls below its liquidation value, the owners or holder of the option can exercise the put.

- **Option to switch**: Management can change a project or an operation by restarting an operation that has been shut down, the equivalent to a call option, or shut the operation down, the equivalent to a put option. The cost of starting up or shutting down is the equivalent to the strike of the call or put.

- **Growth options**: Investments such as R&D, undeveloped land, oil and gas reserves and acquisitions and information networks connect a chain of interrelated projects, and can create future growth opportunities such as new products or processes and new markets.

- **Compound options**: Projects frequently involve a collection of options, with combinations of upward value and downward protection options present. The combined value of interacting options can differ from the sum of the separate parts due to their interaction. Some real options are relatively simple as their value if exercised is limited to the value of the underlying project. Other real options, however, can lead to further investment opportunities when exercised.
These are *options on options*, or *compound options*, where the option payoff is another option.

**Rainbow options:** These are options that have multiple sources of uncertainty. Options that have payoffs that depend on two or more assets are usually called rainbow options. In the financial world rainbow options can refer to the maximum or minimum of two or more assets, or other options, for example where the payoff depends on the spread between two assets, the better of two assets and cash, portfolio options and dual strike options. In the case of real options, numerous sources of uncertainty can exist in forms such as prices, quantities, technologies, regulation and interest rates.
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7.1 WHY MANAGE RISK?

Risk can be viewed as either a threat or an opportunity. Value is not created without risk, and innovation without risk is a contradiction. Attempting to entirely eliminate risk is not a practical exercise because of the associated costs, and so there has to be a trade-off between any benefits from reducing risk and the costs of doing so. Business risks are those that an organization willingly assumes to create a competitive advantage and add value. The motivation for organizations to better understand and measure risk is being driven by:

- The increasing awareness that earnings volatility can significantly affect stock price valuation and shareholder value;
- The increasing size and types of interrelated risk exposures organizations are facing due to the globalization of markets and increased international trade;
- Organizational requirements for improved exposure and risk-related information to define management’s risk appetite and improve decision-making.

Business risk management is a process where risk exposures are identified, measured, and managed where possible within the context of corporate finance and strategy, and is essentially a core competency of all business activity. The focus in risk management is moving from individual price exposures to the management of an organization’s exposure as a portfolio of interrelated risks. An effective risk management framework can address issues such as:

- organizations requiring more transparent risk management methods to manage the external factors that can influence performance;
risk management practices being increasingly scrutinized by analysts, investors and rating agencies;
■ evaluating the potential impact of adverse market movements on a firm’s capital;
■ defining risk and return targets for businesses and projects;
■ the use of risk-adjusted measures to influence management decisions; and
■ whether the rewards are adequate for a given level of performance.

7.2 DEFINING AND MEASURING RISK

Before defining, identifying and quantifying risk it is important to distinguish between definitions and measures of risk. Defining risk under the concept of diversifiable risk, non-diversifiable risk and the CAPM has been discussed in Chapter 3. Event definitions of risk differentiate risk types by the nature of the event that can cause a loss. Market risk is defined within an event risk framework as the changes in prices of assets, liabilities or financial variables that impact on cash flows. Risk factors are any market price, value or index that can have an influence on cash flows.

Financial theory defines risk as a dispersion of unexpected outcomes due to movements in market values or risk factors. Positive and negative deviations are both viewed as sources of risk. Changes can be expressed as either absolute or relative returns, and probabilities can be derived for the distributions of these returns. Risk can therefore be evaluated and measured in a probability context, where risk is conceptualized as the probability that an event will occur rather than in terms of the consequences of that event. Measures of risk can now be defined as the volatility of unexpected outcomes, such as the variance or volatility of an asset’s returns.

7.3 STRATEGY, VALUE AND RISK MANAGEMENT

To continue to establish and maintain value in an increasingly competitive and dynamic environment, organizations will need to identify and manage sustainable competitive advantage. This requires the ability to select markets that match an organization’s capabilities, and abandon markets where the organization is at a competitive disadvantage. In this environment value is created through the planning and management of an organization’s strategic portfolio and its real options portfolio, where real options that have value are identified and exercised, and those that do not are abandoned. An organization’s capabilities will therefore include the ability to both manage and direct its strategic portfolio, and to effectively identify, value and manage its real options portfolio.

Strategy includes not only identifying opportunities but also attaching some estimate of risk to the alternatives. Financial risk can be defined within the dimensions of an organization’s value, cash flows and/or earnings. An organization’s value is a stock at a point in time, representing the discounted present value of all of the
organization’s future cash flows and option values of future opportunities. Cash flows and earnings are flows that occur over a period of time. Any one or a combination of risk factors can impact on value, and so what is at risk in an environment of discontinuity is the likelihood that organizations will be unable to sustain value creation.

Two risk measures that are based on volatility, value at risk (VAR) and cash flow at risk (CFAR) have become increasingly popular. These measures of market risk use probabilities to interpret risk exposures as a potential loss. VAR summarises the expected maximum loss over a target horizon within some confidence interval. However VAR is not always a suitable risk measure for many organizations, as it focuses on the potential loss in the market value of assets and liabilities over a short horizon. Many organizations have physical assets, brand names, and intangible assets such as capitalized research and development, for which market or liquidation values are only relevant for a small portion of the balance sheet. In these situations an alternative risk measure is CFAR, where an aggregate risk exposure is derived from the variability of projected cash inflows and outflows over a multi-year planning horizon.

VAR and CFAR focus on the risk of a potential loss in a portfolio of assets based on the volatility of those assets, whereas real options derive value from the volatility of the underlying real assets. Option-like exposures in an organization can be viewed as either sources of risk or sources of opportunity. A key distinguishing characteristic in the future will be found in those organizations with a risk management process that aims at value enhancement, where risk exposures are identified and managed in the context of strategy, investments and revenue optimization rather than just pure risk control. While an organization’s real assets are a significant component of its risk profile, its real options can make a significant contribution to value. An organization can therefore enhance its capabilities by integrating real options analysis into its risk management as well as its corporate finance and strategic management processes.
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Quantifying Real Options

THE SOLUTION METHODS

To establish a real options framework some background in option valuation theories, decision sciences and model estimation is required. Real options analysis of strategic investments applies option and decision theory to managing real assets. Financial options and real options differ, however, in regard to traded markets and the sources of uncertainty, with real options being more complex. The trade-off in a real options framework is the value of including flexibility in the analysis versus the complexities of doing so. The value lies in combining economic, financial and mathematical principles to identify the implications of any uncertainty in resource allocation and planning decisions. The difficulty lies in the computations, data requirements and analytical and technical background that are required. There are numerous ways to calculate the value of an option. If the real options are properly structured, all the methods should give the same result, and therefore the solution method should not influence the results.
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8.1 FUTURES, FORWARDS AND OPTIONS

A derivative is a financial instrument whose payoff depends on the values of other more basic variables. The variables underlying derivatives are often the prices of traded securities. Derivatives separate market and credit risks from the underlying assets and liabilities, and offer the ability to reduce a risk exposure through its transfer to a party that is prepared to take on and manage those risks. Derivative securities are also known as contingent claims, and can be contingent on almost any variable, from the price of a commodity to weather outcomes. There are two basic types of derivatives, futures/forwards and options.

Forward and futures contracts are agreements to buy or sell an underlying asset at a predetermined time in the future for a specified price. Futures are exchange-standardized contracts, whereas forward contracts are direct agreements between two parties. The cash flows of the two contracts also occur at different times. Futures are daily marked to market with cash flows passing between the long and the short position to reflect the daily futures price change, whereas forwards are settled once at maturity. If future interest rates are known with certainty then futures and forwards can be treated as the same for pricing purposes.

There are two sides to every forward contract. The party who agrees to buy the asset holds a long forward position, while the seller holds a short forward position. At the maturity of the contract (the ‘forward date’) the short position delivers the asset to the long position in return for the cash amount agreed in the contract, often called the delivery price. Figure 8.1 shows the profit and loss profile to the long forward position at the maturity of the contract. If $T$ represents the contract maturity date, a long forward payoff is expressed as $S_T - K$, where $S_T$ represents the asset price at time $T$, and $K$ represents the agreed delivery price. The payoff can be positive or negative, depending on the relative values of $S_T$ and $K$. The short position has the opposite payoff to the long position, that is, $S_T + K$, as every time the long
position makes a profit the short incurs a loss and vice versa. As the holder of a long forward contract is guaranteed to pay a known fixed price for the spot asset, futures and forwards can be seen as insurance contracts providing protection against the price uncertainty in the spot markets.

For an arbitrage relationship to exist the forward price has to equal the cost of financing the purchase of the spot asset today and holding it until the forward maturity date. Let $F$ represent a forward contract price on a spot asset that is currently trading at $S$, $T$ the maturity date of the contract, $c$ the cost of holding the spot asset (which includes the borrowing costs for the initial purchase and any storage costs) and $\delta$ the continuous dividend yield paid out by the underlying asset. The price of a forward contract at time $t$ and the spot instrument on which it is written are related via the ‘cost of carry’ formula:

$$F = S e^{(c - \delta)(T - t)}$$  \quad (8.1)

where $T - t$ represents years. The continuous dividend yield can be interpreted as the yield on an index for index futures, as the foreign interest rate in foreign exchange futures contracts, and as the convenience yield for various energy contracts.

Options contracts are the second foundation to derivatives markets. Options are asymmetrical relationships where the option holder has a right, but not an obligation, to transact at a contracted price, called the exercise price. There are two basic types of options. A call option gives the holder the right, but not the obligation, to buy the spot asset on or before a predetermined date (the maturity date) at a certain price (the strike price), which is agreed today. A put option is the right to sell, at the

Figure 8.1 Payoff to a long forward position
exercise price. Option sellers, or writers, are obliged to commit to the purchaser’s decision. Figure 8.2 shows the payoff to the holder of a call option.

Options differ from forward and futures contracts in that a payment, or the option price or premium, must be made by the buyer, usually at the time the contract is entered into. If the spot asset price is below the agreed strike or exercise price \( K \) at the maturity or expiration date, the holder lets the option expire worthless, forfeits the premium and buys the asset in the spot market. For asset prices greater than \( K \), the holder exercises the option, buying the asset at \( K \) and has the ability to immediately make a profit equal to the difference between the two prices (less the initial premium). The holder of the call option therefore essentially has the same positive payoff as the long forward contract without the downside risk.

The payoff to a call option can be defined as:

\[
\text{Max}(S - K, 0)
\] (8.2)

The second basic type of option, a put option, gives the holder the right, but not the obligation, to sell the asset on or before the maturity date at the strike price.

The payoff for a put option can be written as:

\[
\text{Max}(K - S, 0)
\] (8.3)

Figure 8.3 shows the payoff to the holder of a put option.

As with forwards, there are two sides to every option contract. One party buys the option and has the long position, while the other party writes (or sells) the option and takes a short position. Figure 8.4 shows the four possible combinations of...
Figure 8.3  Payoff for a put option

Figure 8.4  Payoffs for European options
payoffs for long and short positions in European call and put options at the maturity date \( T \). Options are also classified with respect to their exercise conventions. European options can only be exercised on the maturity date itself, whereas American-style options can be exercised at any time up to and including the expiration date. While early exercise of an American option is generally not optimal, there are exceptions to the rule. One example is where the underlying asset pays dividends, therefore reducing the value of the asset and any call options on that asset, in which case the call option may be exercised before maturity.

Forwards and options are also the key building blocks of more complex derivatives, and these building blocks are themselves interdependent. The decomposition of derivatives into their components assists in identifying a derivative’s risk characteristics, which promotes more accurate pricing and better risk management strategies. The basic futures and options described are the building blocks of all derivative securities and the principles are consistent across all underlying markets. In some markets, however, derivative structures exhibit a number of important differences from other underlying markets. These differences arise because of the complex contract types that exist in these industries, as well as the complex characteristics of the relevant prices. Both the type of derivatives and the associated modelling need to capture the evolution of prices to reflect these differences.

8.2 THE REPLICAING PORTFOLIO AND RISK-NEUTRAL VALUATION

The modern theory of option pricing is possibly one of the most important contributions to financial economics. The breakthrough came in the early 1970s with work by Fisher Black, Myron Scholes and Robert Merton (Black and Scholes 1973; Merton 1973). The Black–Scholes–Merton (BSM) modelling approach proved not only important for providing a computationally efficient and relatively easy way of pricing an option, but also demonstrated the principal of no-arbitrage risk-neutral valuation. Their analysis showed that the payoff to an option could be perfectly replicated with a continuously adjusted holding in an underlying asset and a risk-free bond. As the risk of writing an option can be completely eliminated, the risk preferences of market participants are irrelevant to the valuation problem, and it can be assumed that they are risk-neutral. In this construct all assets earn the risk-free rate of interest, and therefore the actual expected return on the asset does not appear in the Black–Scholes formula.

Options can be valued by deriving the cost of creating the replicating portfolio such that both the option and the portfolio provide the same future returns, and therefore must sell at the same price to avoid arbitrage opportunities. The portfolio consists of \( \Delta \) units of an underlying asset \( S \) and an amount \( B \) borrowed against \( \Delta \) units at the risk-free rate \( r \). This combination of the borrowing and the underlying asset creates the same cash flows or returns as an option. A binomial model can be used to illustrate the replicating portfolio. The binomial model assumes that the underlying asset price follows a binomial process, where at any time the asset price
S at $t_0$ can only change to one of two possible values over the time period $\Delta t$, either up to $uS$ or down to $dS$ at time $t_1$. Figure 8.5 is a binomial model for a one-period process, in which a risk-free portfolio consisting of the underlying asset and the call option is illustrated.

The call option has been defined as:

$$C = (\Delta S - B)$$

The value of the portfolio is the same regardless of whether the asset price moves up or down over the period $\Delta t$:

$$C_u = \Delta uS - (1+r)B$$

and

$$C_d = \Delta dS - (1+r)B$$

which after rearranging becomes:

$$-C_u + \Delta uS = -C_d + \Delta dS \quad (8.4)$$

This is the equivalent to:

$$\Delta = \frac{C_u - C_d}{(u-d)S} \quad (8.5)$$
The portfolio must earn the continuously compounded risk-free rate of interest as it is risk-free:

\[-C + \Delta u S = e^{rt\Delta t}(-C + \Delta S)\]  \hspace{1cm} (8.6)

Substituting into equation (8.6) for \(\Delta S\), using equation (8.5) and rearranging for the call price at \(t_0\) obtains:

\[C = e^{-rt\Delta t} \left( \frac{e^{rt\Delta t} - d}{u - d} C_u + \frac{u - e^{rt\Delta t}}{u - d} C_d \right)\]  \hspace{1cm} (8.7)

The actual probabilities of the asset moving up or down have not been used in deriving the option price, and therefore the option price is independent of the risk preferences of investors. Equation (8.7) can be interpreted as taking discounted expectations of future payoffs under the risk-neutral probabilities. This provides a means to derive the risk-neutral probabilities directly from the asset price:

\[uS p + dS(1-p) = Se^{rt\Delta t}\]  \hspace{1cm} (8.8)

for which the return can now be assumed as being the risk-free rate. Rearranging gives:

\[p = \frac{e^{rt\Delta t} - d}{u - d}\]  \hspace{1cm} (8.9)

Equation (8.7) can now be written as:

\[C = e^{-rt\Delta t}(pC_u + (1-p)C_d)\]

This is the price of the call option with one period to maturity.

**Note:** This chapter has largely been adapted from Clewlow and Strickland (1998, 2000).
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9.1 DATA AND INFORMATION

One fundamental change in today’s business environment is the gradual replacement of the industrial society with the information society. Information has become one of the most powerful commodities in the world today. Information systems management is increasingly becoming integrated into corporate and business strategy, with data integrity and availability improving as a result. This process is providing a rich source of financial and business data, much of which is proprietary to an organization, which managers and investors can utilize for the analysis of strategic decisions. Statistical analysis can provide inferences about the properties of the behaviour of economic, financial and business data. These properties can include price processes, trends, seasonality, and distributions, which are important considerations in the modelling and analysis of data.

9.2 TIME SERIES ANALYSIS

The econometric analysis of economic, financial and business time series has become an integral part in the research and application of quantitative descriptions of the real world. A time series typically consists of a set of observations of some observational unit or variable, \( y \), which is taken at equally spaced intervals over time (Harvey, 1993). A time series can be considered from two aspects, analysis and modelling. The objective of a time series analysis is to identify and summarize its properties and describe its prominent characteristics. The analysis can be framed in either the time domain or the frequency domain. In the time domain the focus is on the relationship between observations at various points in time, whereas in the frequency domain the analysis focuses on the cyclical movements of a series.
Economic, business and financial time series will have at least one of the following key features:

- **Trends**: are one of the main features of many time series. Trends can have any number of attributes, such as upward or downward with relatively different slopes, and linear, exponential or other functional forms.

- **Seasonality**: time series can often display a seasonal pattern. Seasonality is a cyclical pattern that occurs on a regular calendar basis.

- **Irregular observations**: there can be periods or samples within a time series that are inconsistent with other periods, and therefore the series is subject to regime changes.

- **Conditional heteroskedasticity**: is a time series condition where there is variation (as opposed to constancy) in the variance or volatility, where patterns emerge in clusters, that is, high volatility is followed by high volatility, and low volatility is followed by low volatility.

- **Non-linearity**: generally a time series can be described as non-linear when the impact of a shock to the series depends if it is positive or negative and is not proportional to its size.

A stochastic time series is generated by a stochastic process, that is, each value of $y$ in a series is a random draw from a probability distribution. Inferences can be made about the probabilities of possible future values of the series by describing the characteristics of the series randomness. Much of the research in time series has focused on investigating the hypothesis as to whether a series is a random walk or reverts back to a trend after a shock. The simplest random walk process assumes that each successive change in $y_t$ is drawn from a probability distribution with zero mean:

$$ y_t = y_{t-1} + \varepsilon_t $$

(9.1)

where $\varepsilon_t$ is an error term which has a zero mean and whose values are independent of each other. The price change $\Delta y_t = y_t - y_{t-1}$ is therefore the error $\varepsilon_t$ and is independent of price changes.

The question of whether economic variables follow random walks or tend to revert back to a long-run trend after a shock is an important issue for modelling. Most financial models of futures, options and other instruments tied to an underlying asset are based on the assumption that the spot price follows a random walk. In some markets, however, the prices of such assets as energies and commodities are tied in the long run to their marginal production cost. Although the price of an energy or commodity may be subject to sharp short-run fluctuations, it typically tends to return to a mean level based on cost.
A number of methods exist to test hypotheses about the properties of a time series. One technique is to examine its autocorrelation properties. Time series can be characterized by a set of autocorrelations, which can provide insights into possible models to describe the time series. A correlogram displays the autocorrelation and partial autocorrelation functions up to the specified order of lags. These functions characterize the pattern of temporal dependence in time series data. Another method for testing the hypothesis that the process is a random walk against the alternative that it is stationary, that is, the stochastic process in fixed time, is the unit root test introduced by Dickey and Fuller. Formally stated, the simplest model tested is:

\[ y_t = \phi y_{t-1} + \epsilon_t \quad t = 2, \ldots, T \]  

(9.2)

where the null hypothesis is that \( \phi = 1 \) and the alternative hypothesis is \( \phi < 1 \). The generalization of the test for a unit root is known as the augmented Dickey–Fuller (ADF) test (1979, 1981).

Most statistical tools are designed to model the conditional mean of a random variable. Autoregressive conditional heteroskedasticity (ARCH) models are specifically designed to model and forecast conditional variances. ARCH models were introduced by Engle (1982) and generalized as GARCH (generalized ARCH) by Bollerslev (1986). These models are widely used in econometrics, especially in financial time series analysis. The modelling of variance or volatility can be used, for example, in the analysis of the risk of holding an asset or in the valuation of an option. In a GARCH model there are two separate specifications, one for the conditional mean and one for the conditional variance. The standard GARCH(1,1) specification is:

\[ y_t = \alpha_0 + \sigma_t \epsilon_t \]  

(9.3)

\[ \sigma_t^2 = \sigma + \alpha_1 \epsilon_{t-1}^2 + \beta \sigma_{t-1}^2 \]  

(9.4)

where \( y_t \) is the log return of a series, and the mean equation in (9.3) is written as a function of exogenous variables with an error term. As \( \sigma_t^2 \) is the one-period ahead forecast variance based on past information, it is called the conditional variance. The conditional variance equation specified in (9.4) is a function of three terms, the mean, news about volatility from the previous period, measured as the lag of the squared residual from the mean equation (the ARCH term), and last period’s forecast variance (the GARCH term).

### 9.3 VOLATILITY

Volatility, defined as the annualized standard deviation of price returns, is one of the critical concepts in option pricing and risk management. A percentage is derived as:

\[ r_t = \frac{S_t}{S_{t-1}} - 1 \]  

(9.5)
where $S_t$ is the spot price at the time $t$. Price returns are typically calculated by taking the natural logarithms of the price ratios:

$$r_t = \ln \left( \frac{S_t}{S_{t-1}} \right)$$

(9.6)

which is an approximation of the percentage change. Log returns are usually used to calculate volatility, as the natural log of $S_t / S_{t-1}$ is equivalent to the natural log of $1 + r$, which is approximately equal to $r$. Another advantage is the log of a product is equal to the sum of the logs, and therefore a log return over a time period can be calculated as the sum of log returns for the sub-periods. Figure 9.1 illustrates the S&P index during the second half of the twentieth century, and Figure 9.2 the S&P returns for the same period.

Volatility, rather than standard deviations or variances, is used as a measure of uncertainty so that any comparisons of distributions are equivalent. Normalizing a price return’s standard deviation into a volatility measure creates a consistent measure of magnitude of random behaviour, and therefore facilitates the comparison of various markets and models. The volatility of a price process also measures the annualized distribution of price returns, whereas standard deviations can measure the width of any distribution. The probability of exceeding an option’s exercise price increases as a result of the volatility of the underlying asset, which is why volatility increases the value of options. Typically the greater the volatility associated with an underlying asset the greater the value of an option on that asset.

Figure 9.1 S&P 500 – 3 January 1950 to 31 December 2001
Volatility can be estimated from historical data or implied from option market prices. If there is a reasonably liquid market for traded options, then the implied volatility can be derived through an iteration process using an analytical pricing formula, such as the Black–Scholes model, the option price, and the known variables such as the interest rate, time to maturity and exercise price. The result is a forecast of the volatility implied in the quoted price of the option, with the forecast horizon being the maturity or expiry of the option. Volatility can also be derived from historical data by annualizing the standard deviation of the log returns through a scaling factor defined as the square root of time. The annualization factor depends on the price data frequency. If the data is monthly, the factor is $\sqrt{12}$, for weekly data, $\sqrt{52}$, and for the daily data for each calendar day it is $\sqrt{365}$. If the data is available for trading days only, the relevant number may vary from $\sqrt{250}$ to $\sqrt{260}$, according to public holidays.

While volatility provides a comparative risk parameter, other test statistics can provide insights as to how well the assumptions capture the behaviour of a time series. The properties of a time series can be depicted by its descriptive statistics. The mean and standard deviation are descriptive measures of the properties of a time series. Other descriptive measures can be illustrated using a histogram, which displays the frequency distribution of a series. A histogram divides the range between the maximum and minimum values of a series into a number of equal length intervals or bins, and exhibits the number of observations within each bin. Figure 9.3 illustrates the histogram of the S&P 500 index log returns from January 1997 to December 2001.
The descriptive statistics of the S&P returns sample are:

- The **mean** is the average value of the series sample, derived by adding up the series sample and dividing by the number of observations.

- The **median** is a measure of central tendency, or the middle value (or average of the two middle values) of a series sample sequenced from the smallest to the largest. The median is a more robust measure of the centre of the distribution than the mean, as it is less sensitive to outliers.

- The **maximum** and **minimum** values of the series sample.

- The **standard deviation** is a measure of dispersion or spread in the series.

- **Skewness** is a measure of the asymmetry of a series distribution around its mean. The skewness of the normal distribution, which is symmetric, is zero. Positive skewness implies that a distribution has a long right tail, while negative skewness indicates a long left tail.

- **Kurtosis** measures the peakness or flatness in the distribution of a series. A normal distribution has a kurtosis of three. If the kurtosis exceeds three, the distribution is leptokurtic or relatively peaked to the normal distribution, while if the kurtosis is less than three, the distribution is platykurtic or relatively flat to the normal distribution.

- **Jarque-Bera** is a test statistic for testing whether the series approximates the normal distribution. The test statistic measures the differences of the skewness and kurtosis of the series with those from the normal distribution. The null hypothesis is that a series has a normal distribution.

**Figure 9.3** Histogram of the S&P 500 returns (×100) – 3 January 1997 to 31 December 2001

<table>
<thead>
<tr>
<th>Series: S&amp;P returns</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample 2 1257</td>
</tr>
<tr>
<td>Observations 1256</td>
</tr>
<tr>
<td>Mean 0.035291</td>
</tr>
<tr>
<td>Median 0.042137</td>
</tr>
<tr>
<td>Maximum 4.988693</td>
</tr>
<tr>
<td>Minimum -7.112745</td>
</tr>
<tr>
<td>Std. Dev. 1.268872</td>
</tr>
<tr>
<td>Skewness -0.237497</td>
</tr>
<tr>
<td>Kurtosis 5.646753</td>
</tr>
<tr>
<td>Jarque-Bera 378.4182</td>
</tr>
<tr>
<td>Probability 0.000000</td>
</tr>
</tbody>
</table>
The annualized volatility for the S&P 500 index sample period is 20.06%, which is 1.268872, the standard deviation, times √250. The histogram in Figure 9.3 also illustrates the presence of fat tails in the distribution of the S&P 500 index returns. Fat tails refers to the probability of extreme outcomes in an observed series exceeding the assumed theoretical probability distribution. Distributions displaying fat tails are described as leptokurtic and are measured by kurtosis, which in this case is 5.646753 and therefore greater than three. The skewness, which is zero in a normal distribution, is negative in this case, and is typical of many financial assets such as stock prices.

9.4 THE LOGNORMAL DISTRIBUTION

A variable has a lognormal distribution if the natural logarithm of the variable is normally distributed. Figures 9.4 and 9.5 illustrate the distributions of a simulated series and its natural log equivalent respectively. A lognormal variable can have any value between zero and infinity. As a result the lognormal distribution has a positive skew and so is unlike the normal distribution, as indicated by the skewness and kurtosis statistics. The log series, however, has a skewness close to zero and a kurtosis that is approximately three, and therefore can be described as being normally distributed.

The use of the log of financial variables is popular in derivative modelling as the price can never become negative, and the return is the relative change in the level of the log price. Figure 9.6 illustrates the distribution of the log returns of the simulated series. The returns can also be described as being normally distributed.

Figure 9.4 The simulated series

<table>
<thead>
<tr>
<th>Statistics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>100.5303</td>
</tr>
<tr>
<td>Median</td>
<td>96.15060</td>
</tr>
<tr>
<td>Maximum</td>
<td>287.4190</td>
</tr>
<tr>
<td>Minimum</td>
<td>26.02329</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>30.93369</td>
</tr>
<tr>
<td>Skewness</td>
<td>1.008744</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>4.960749</td>
</tr>
<tr>
<td>Jarque-Bera</td>
<td>3297.829</td>
</tr>
<tr>
<td>Probability</td>
<td>0.000000</td>
</tr>
</tbody>
</table>
lognormal property of asset prices also can be used to describe a price process and its probability distribution. If an asset price follows geometric Brownian motion, then the natural log of an asset price follows a process called a generalized Weiner process. This implies that given an asset’s price today the price at $T$ is lognormally distributed. The standard deviation of the logarithm of an asset is $\sigma\sqrt{T}$, that is, it is proportional to the square root of the length of time into the future. This stochastic process is the basis for the Black–Scholes option pricing model.
9.5 WHICH VOLATILITY?

The volatility of a project, asset or firm is not necessarily the same as the volatility of one of its components. One example is the difference between the volatility of a firm’s market value and the volatility of its equity. A firm’s capital structure is the mixture of debt, equity and other liabilities that the firm uses to finance its assets. Merton (1974) defined the value of a firm’s equity as a call option on the assets of the firm, where the strike is the book value of the firm’s liabilities, and the underlying asset is the total value of the firm’s assets. Merton’s approach illustrated the link between the market value of the firm’s assets and the market value of its equity, and provided a framework for determining the value of a firm’s equity by reference to the underlying market value of the firm.

The analysis can be reversed to estimate a firm’s value and volatility from the market value of its equity, the volatility of its equity, and the book value of its liabilities. KMV Corporation extended Merton’s approach to estimate probabilities of default for credit analysis. If the market price of equity is available, the market value and volatility of assets can be determined directly using an options pricing based approach, which recognizes equity as a call option on the underlying assets of the firm. The limited liability of equity provides equity holders with the right but not the obligation to pay off the debt holders and acquire a firm’s remaining assets. A call option on the underlying assets has the same properties. The holder of a call option on a firm’s assets has a claim on those assets after fulfilling the option’s strike value, which in this case is equal to the book value of the firm’s liabilities. If the value of the assets is not sufficient to meet the firm’s liabilities, the shareholders, the holders of the call option, will not exercise the option and will abandon the firm to its creditors. KMV utilize the optional nature of equity to derive the market value and volatility of a firm’s underlying assets implied by its equity market value by solving backwards for the implied asset value and asset volatility.
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10.1 A MODEL FOR ASSET PRICES

The evolution of uncertainty over time can be conceptualized and modelled as a mathematical expression, known as a stochastic process, which describes the evolution of a random variable over time. Models of asset price behaviour for pricing derivatives are formulated in a continuous time framework by assuming a stochastic differential equation (SDE) describing the stochastic process followed by the asset price. The most well-known assumption made about asset price behaviour, which was made by Black and Scholes (1973) is geometric Brownian motion (GBM).

The GBM assumption in the Black–Scholes model is the mathematical description of how asset prices evolve through time. In the GBM assumption proportional changes in the asset price, denoted by \( S \), are assumed to have constant instantaneous drift, \( \mu \), and volatility, \( \sigma \). A non-dividend paying asset \( S \) following GBM is represented by the following stochastic differential equation:

\[
dS = \mu S \, dt + \sigma S \, dz
\]  

(10.1)

\( dS \) represents the increment in the asset price process during a (infinitesimally) small interval of time \( dt \), and \( dz \) is the underlying uncertainty driving the model, representing an increment in a Weiner process during \( dt \). The risk-neutral assumption implies that the drift can be replaced by the risk-free rate of interest (that is, \( \mu = r \)). Any process describing the stochastic behaviour of the asset price will lead to a characterization of the distribution of future asset values. An assumption in equation (10.1) is that future asset prices are lognormally distributed, or that the returns to the asset are normally distributed. Dividing through by \( S \) gives:

\[
\frac{dS}{S} = \mu dt + \sigma dz
\]  

(10.2)
In equation (10.2) the percentage change or return in the asset price $dS/S$ has two components. The first is that during the small interval of time $dt$ the average return on the asset is $\mu dt$, which is deterministic. The parameter $\mu$ is known as the drift. Added to this drift is the random component made up of the change $dz$, in a random variable $z$, and a parameter $\sigma$, which is generally referred to as the volatility of the asset. The random variable $z$ or equivalently the change $dz$ is called a Weiner process. A Weiner process is defined by two key properties. The first is that $dz$ is normally distributed with mean zero and variance $dt$ or the standard deviation of the square root of $dt$. The second is that the values of $dz$ over two different non-overlapping increments of time are independent. Equations (10.1) and (10.2) are examples of an Itô process, as the drift and volatility only depend on the current value of the variable (the asset price) and time. In general the stochastic differential equation for a variable $S$ following an Itô process is:

$$dS = \mu(S,t)dt + \sigma(S,t)dz$$

(10.3)

where the functions $\mu(S,t)$ and $\sigma(S,t)$ are general functions for the drift and volatility. Many models for the behaviour of asset prices assume that the future evolution of the asset price depends only on its present level and not on the path taken to reach that level. A stochastic process possessing this property is known as Markovian.

The stochastic process followed by any derivative can be inferred from the assumption of the behaviour of the asset price, on which the derivative’s payoff is dependent. It follows that, using the Black–Scholes concept of constructing a riskless portfolio, a partial differential equation can be derived that governs the price of the derivative security.

### 10.2 THE BLACK–SCHOLES FORMULA

The stochastic differential equation for the asset price $S$ is the starting point for any derivative model. As the process for the asset and the process for the derivative have the same source of uncertainty, it is possible to combine the two securities in a portfolio in such a way as to eliminate that uncertainty. A portfolio consisting of a short position in the option and a long position in the underlying asset can be constructed such that the change in its value over an infinitesimal increment of time is independent of the source of randomness, and is therefore risk-free. This relationship leads to the Black–Scholes partial differential equation. The Black–Scholes formulae for standard European call and put options are the result of solving this partial differential equation.

As the expected return on the underlying asset does not appear in the Black–Scholes partial differential equation, the value of the derivative is independent of the risk preferences of investors. The implication of this risk-neutral pricing is that the present value of any future random cash flow, for example the payoff for an option, is given by the expected value of the random future value discounted at the riskless rate. By replacing the expectation with the integral and solving obtains the Black–Scholes equation.
The Black–Scholes formula for a European call option on a non-dividend paying stock is:

\[ c = S_0 N(d_1) - Ke^{-r(T-t)} N(d_2) \]  

(10.4)

where:

\[ d_1 = \frac{\ln\left(\frac{S_0}{K}\right) + \left(r + \frac{1}{2}\sigma^2\right)(T-t)}{\sigma \sqrt{T-t}} \]

\[ d_2 = d_1 - \sigma \sqrt{T-t} \]

The corresponding equation for the European put is:

\[ p = Ke^{-r(T-t)} N(-d_2) - S_0 N(-d_1) \]  

(10.5)

where the parameters are:

- \( S_0 \) = the value of \( S \) at time zero
- \( K \) = the strike price of the option
- \( r \) = the risk-free interest rate
- \( t \) = a point in time
- \( T \) = Time at maturity of a derivative

One of the qualities that has led to the enduring success of the Black–Scholes model is its simplicity. The inputs of the model are defined by the contract being priced or are directly observable from the market. The only exception to this is the volatility parameter and there is now a vast amount of published material in the finance literature for deriving estimates of this figure either from historical data or as implied by the market prices of options.

One widely used relaxation of the original formula takes into account assets that pay a constant proportional dividend. Assets of this kind are handled by reducing the expected growth rate of the asset by the amount of the dividend yield. If the asset pays a constant proportional dividend at a rate \( \delta \), over the life of the option, then the original Black–Scholes call formula (10.4) can be used with the adjustment where the parameter \( S \) is replaced by the term \( Se^{-\delta(T-t)} \). This adjustment has been applied to value options on broad-based equity indices, options on foreign exchange rates, and real options that allow for competition, where the fall in value due to competition is the equivalent to the dividend yield.

The intuition of the replicating portfolio concept can be illustrated with the Black–Scholes formula. The Black–Scholes formula can be defined as a combination of two binary options, a cash-or-nothing call and an asset-or-nothing call:
A European call option represents a long position in an asset-or-nothing call and a short position in a cash-or-nothing call, where the cash payoff on the cash-or-nothing call is the equivalent to the strike price. A European put is a long position in a cash-or-nothing put and a short position in an asset-or-nothing put, where the strike price represents the cash payoff on the cash-or-nothing put. $N(d_1)$, the option delta, is the number of units of the underlying required to form the portfolio, and the cash or nothing term is the number of bonds each paying $1$ at expiration.

Although it is possible to obtain closed-form solutions such as equation (10.4) for certain derivative pricing problems, there are many situations when analytical solutions are not obtainable and therefore numerical techniques need to be applied. Examples include American options and other options where there are early exercise opportunities, ‘path-dependent’ options with discrete observation frequencies, models that incorporate jumps and models dependent on multiple random factors. The description of two of these techniques is the subject of the next section.

10.3 NUMERICAL TECHNIQUES

Two numerical techniques which are most commonly used by practitioners to value derivatives in the absence of closed-form solutions are (binomial and trinomial) trees and Monte Carlo simulation. Practitioners also use other techniques such as finite difference schemes, numerical integration, finite element methods and others. However, these methods require more advanced expertise in numerical techniques. It is possible to price not only derivatives with complicated payoff functions dependent on the final price using trees and Monte Carlo simulation techniques, but also derivatives whose payoff is determined also by the path the underlying price follows during its life.

10.3.1 Monte Carlo simulation

Monte Carlo simulation provides a simple and flexible method for valuing complex derivatives for which analytical formulae are not possible. The method can easily deal with multiple random factors, can also be used to value complex path dependent options, and also allows the inclusion of price processes such as price jumps. In general the present value of an option is the expectation of its discounted payoff. Monte Carlo simulation derives an estimate of this expectation by simulating a large
number of possible paths for the asset price from time zero to the option maturity and computing the average of the discounted payoffs.

Geometric Brownian motion (GBM) for non-dividend spot prices with constant expected return $\mu$ and volatility $\sigma$ is represented by the SDE in equation (10.1). The Black–Scholes perfect replication argument leads to the risk-neutral process in which the actual drift of the spot price $\mu$ is replaced by the interest rate $r$:

$$dS = rSdt + \sigma Sdz$$  \hspace{1cm} (10.8)

If the asset pays a constant continuous dividend yield $\delta$ then the risk-neutral process becomes:

$$dS = (r - \delta) Sdt + \sigma Sdz$$  \hspace{1cm} (10.9)

Transforming the spot price to the natural log of the spot price $x = \ln(S)$, gives the following process for $x$:

$$dx = vdt + \sigma dz$$  \hspace{1cm} (10.10)

where $v = r - \delta - \frac{1}{2} \sigma^2$. The transformed GBM process represented in equation (10.10) can be discretized in the following way:

$$x_{t+\Delta t} = x_t + (v \Delta t + \sigma (z_{t+\Delta t} - z_t))$$  \hspace{1cm} (10.11)

In terms of the original asset price the discrete form is:

$$S_{t+\Delta t} = S_t \exp (v \Delta t + \sigma (z_{t+\Delta t} - z_t))$$  \hspace{1cm} (10.12)

Equations (10.11) or (10.12) can be used to simulate the evolution of the spot price through time. The change in the random Brownian motion, $z_{t+\Delta t} - z_t$, has a mean of zero and a variance of $\Delta t$. It can therefore be simulated using random samples from a standard normal multiplied by $\sqrt{\Delta t}$, that is, $\sqrt{\Delta t} \varepsilon$ where $\varepsilon \sim N(0, 1)$. In order to simulate the spot price the time period $[0, T]$ is divided into $N$ intervals such that $\Delta t = T/N$, $t_i = i\Delta t$, $i = 1, \ldots, N$. Using, for example, equation (10.12) gives:

$$S_{t_i} = S_{t_{i-1}} \exp (v \Delta t + \sigma \sqrt{\Delta t} \varepsilon_i)$$  \hspace{1cm} (10.13)

As the drift and volatility terms do not depend on the variables $S$ and $t$, the discretization is correct for any chosen time step. Therefore the option can be simulated straight to the maturity date in a single time step if the payoff is only a function of the terminal asset value and does not depend on the asset’s path during the life of the option. Repeating this process $N$ times, choosing $\varepsilon_i$ randomly each time, leads to one possible path for the spot price.
At the end of each simulated path the terminal value of the option (\(C_T\)) is evaluated. Let \(C_{T,j}\) represent the payoff to the contingent claim under the \(j\)th simulation. For example a standard European call option terminal value is given by:

\[
C_{T,j} = \max(S_{T,j} - K, 0)
\]  
(10.14)

Each payoff is discounted using the simulated short-term interest rate sequence:

\[
C_{0,j} = \exp\left(-\int_0^T r_u du\right) C_{T,j}
\]  
(10.15)

In the case of constant or deterministic interest rates equation (10.15) simplifies to:

\[
C_{0,j} = P(0,T) C_{T,j}
\]  
(10.16)

This value represents the value of the option along one possible path that the asset can follow. The simulations are repeated \(M\) times and the average of all the outcomes is taken to compute the expectation, and hence the option price:

\[
\hat{C}_0 = \frac{1}{M} \sum_{j=1}^{M} C_{0,j}
\]  
(10.17)

Therefore \(\hat{C}_0\) is an estimate of the true value of the option, \(C_0\), but with an error due to the fact that it is an average of randomly generated samples and so is itself random. In order to obtain a measure of the error, the standard error \(SE(.)\) is estimated as the sample standard deviation, \(SD(.)\), of \(C_{t,j}\) divided by the square root of the number of samples:

\[
SE(\hat{C}_0) = \frac{SD(C_{0,j})}{\sqrt{M}}
\]  
(10.18)

where \(SD(C_{0,j})\) is the standard deviation of \(C_0\):

\[
SD(C_{0,j}) = \sqrt{\frac{1}{M-1} \sum_{j=1}^{M} (C_{0,j} - \hat{C}_0)^2}
\]  
(10.19)

For many American-style options early exercise can be optimal, depending on the level of the underlying price. It is rare to find closed-form solutions for prices and risk parameters of these options, so numerical procedures must be applied. Using Monte Carlo simulation for pricing American-style options, however, is difficult. The problem arises because simulation methods generate trajectories of state variables forward in time, whereas a backward dynamic programming approach is required to efficiently determine optimal exercise decisions for pricing American options. Therefore practitioners usually use binomial and trinomial trees for the pricing of American options.
10.3.2 The binomial and trinomial method

The binomial model of Cox et al. (1979) is a well-known alternative discrete time representation of the behaviour of asset prices to GBM. This model is important in several ways. First, the continuous time limit of the proportional binomial process is exactly the GBM process. Second, and perhaps most importantly, the binomial model is the basis of the dynamic programming solution to the valuation of American options. Section 8.2 discussed a one-step binomial tree as part of the overview of the replicating portfolio. To price options with more than one period to maturity, the binomial tree is extended outwards for the required number of periods to the maturity date of the option. Figure 10.1 illustrates a binomial tree for an option that expires in four periods of time.

A state in the tree is referred to as a node, and is labelled as node \((i,j)\), where \(i\) indicates the number of time steps from time zero and \(j\) indicates the number of upward movements the asset price has made since time zero. Therefore the level of the asset price at node \((i,j)\) is \(S_{ij} = S_0u^i d^{j-i}\) and the option price will be \(C_{i,j}\). At the lowest node at every time step \(j = 0\), and \(j\) will remain the same when moving from one node to another via a downward branch, as the number of upward moves that have occurred have not changed. It is generally assumed that there are \(N\) time steps in total, where the \(N\)th time step corresponds to the maturity date of the option. As is the case with the one period example, the value of a call option at the maturity date is the payoff:

\[
C_{N,j} = \max(S_{N,j} - K, 0)
\]
As the value of the option at any node in the tree is its discounted expected value, at any node in the tree before maturity:

\[
C_{i,j} = e^{-r\Delta t} (pC_{i+1,j+1} + (1-p)C_{i+1,j}).
\] (10.21)

Using equations (10.20) and (10.21) the value of the option can be computed at every node for time step \(N-1\). Equation (10.21) can then be reapplied at every node for every time step, working backwards through the tree to compute the value of the option at every node in the tree. The value of a European option can be derived using this procedure. To derive the value of an American option, the value of the option if it is exercised is compared at every node to the option value if it is not exercised, and the value at that node set to the greater of the two.

Although binomial trees are used by many practitioners for pricing American-style options, trinomial trees offer a number of advantages over the binomial tree. As there are three possible future movements over each time period, rather than the two of the binomial approach, the trinomial tree provides a better approximation to a continuous price process than the binomial tree for the same number of time steps. The trinomial tree is also easier to work with because of its more regular grid and is more flexible, allowing it to be fitted more easily to market prices of forwards and standard options, an important practical consideration. A discussion of trinomial trees as a possible numerical technique follows.

In the following it is more convenient to work in terms of the natural logarithm of the spot price as defined in equation (10.10). Consider a trinomial model of the asset price in which, over a small time interval \(\Delta t\), the asset price can increase by \(\Delta x\) (the space step), stay the same or decrease by \(\Delta x\), with probabilities \(p_u\), \(p_m\), and \(p_d\) respectively. This is depicted in terms of \(x\) in Figure 10.2.
The drift and volatility parameters of the asset price are now captured in this simplified discrete process by $\Delta x$, $p_u$, $p_m$, and $p_d$. It can be shown that the space step cannot be chosen independently of the time step, and that a good choice is $\Delta x = \sigma \sqrt{3} \Delta t$. The relationship between the parameters of the continuous time process and the trinomial process is obtained by equating the mean and variance over the time interval $\Delta t$ and requiring that the probabilities sum to one, that is:

$$E[\Delta x] = p_u(\Delta x) + p_m(0) + p_d(-\Delta x) = \nu \Delta t. \quad (10.22)$$

$$E[\Delta x^2] = p_u(\Delta x^2) + p_m(0) + p_d(-\Delta x^2) = \sigma^2 \Delta t + \nu^2 \Delta t^2. \quad (10.23)$$

$$p_u + p_m + p_d = 1. \quad (10.24)$$

Solving equations (10.22) to (10.24) yields the following explicit expressions for the transitional probabilities:

$$p_u = \frac{1}{2} \left( \frac{\sigma^2 \Delta t + \nu^2 \Delta t^2}{\Delta x^2} + \frac{\nu \Delta t}{\Delta x} \right). \quad (10.25)$$

$$p_m = 1 - \frac{\sigma^2 \Delta t + \nu^2 \Delta t^2}{\Delta x^2}. \quad (10.26)$$

$$p_d = \frac{1}{2} \left( \frac{\sigma^2 \Delta t + \nu^2 \Delta t^2}{\Delta x^2} - \frac{\nu \Delta t}{\Delta x} \right). \quad (10.27)$$

The single period trinomial process in Figure 10.1 can be extended to form a trinomial tree. Figure 10.3 depicts such a tree.

Let $i$ denote the number of the time step and $j$ the level of the asset price relative to the initial asset price in the tree. If $S_{i,j}$ denotes the level of the asset price at node $(i, j)$ then $t=t_i=i \Delta t$, and an asset price level of $S \exp(j \Delta x)$. Once the tree has been constructed the spot price is known at every time and every state of the world consistent with the original assumptions about its behaviour process, and the tree can be used to derive prices for a wide range of derivatives.

The procedure is illustrated with reference to pricing a European and American call option with strike price $K$ on the spot price. The value of an option is represented at node $(i,j)$ by $C_{i,j}$. In order to value an option the tree is constructed as representing the evolution of the spot price from the current date out to the maturity date of the option. Let time step $N$ correspond to the maturity date in terms of the number of time steps in the tree, that is, $T=N \Delta t$. The values of the option at maturity are determined by the values of the spot price in the tree at time step $N$ and the strike price of the option:

$$C_{i,N} = \max(S_{i,N} - K, 0) \quad ; \quad i = -N, \ldots, N \quad (10.28)$$
It can be shown that option values can be computed as discounted expectations in a risk-neutral world, and therefore the values of the option at earlier nodes can be computed as discounted expectations of the values at the following three nodes to which the asset price could jump:

$$C_{i,j} = e^{-r\Delta t}(p_u C_{i+1,j+1} + p_m C_{i+1,j} + p_d C_{i+1,j-1})$$  \(10.29\)

where \(e^{-r\Delta t}\) is the single period discount factor. This procedure is often referred to as ‘backwards induction’ as it links the option value at time \(i\) to known values at time \(i+1\). The attraction of this method is the ease with which American option values can be evaluated. During the inductive stage the immediate exercise value of the option is compared with the value if not exercised as computed from equation (10.29). If the immediate exercise value is greater, then this value is stored at the node, that is:

$$C_{i,j} = \max\{e^{-r\Delta t}(p_u C_{i+1,j+1} + p_m C_{i+1,j} + p_d C_{i+1,j-1}), S_{i,j} - K\}$$  \(10.30\)

This method also provides the optimal exercise strategy for the American option, since for every possible future state of the world, that is, every node in the tree, it can be determined whether to exercise the option or not. The value of the option today is given by the value in the tree at node \((0,0)\), \(C_{0,0}\).
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CHAPTER 11

Implementing Real Options

11.1 SPOT PRICE MODELS

The Black–Scholes GBM model can be generalized to other models that are more realistic for particular markets. The various simple extensions to the Black–Scholes model assume constant parameters for ease of calculation. In reality the properties of time series such as volatility, mean reversion, long-term levels and jump behaviour will at the very least vary through time with reasonably predictable patterns. These characteristics can be included in spot models.

11.1.1 Geometric Brownian motion models

The GBM assumption defined in equation (10.1) as a process that describes the dynamics of the prices of financial instruments is an approximation of the behaviour observed in real markets. GBM models are frequently used for security prices, interest rates, commodities and other economic and financial variables, and follow what has been defined as a random walk. The Weiner process is the continuous limit of a discrete time random walk. A generalized Weiner process introduces the concept of expected drift rate. The drift rate is the average increase in a stochastic variable for each unit of time. In models for financial variables the expected drift rate is replaced with a constant drift rate. Another issue in GBM models is that the uncertainty associated with the price path is greater the longer the time horizon. As the variance of the Weiner process increases linearly as the time horizon increases, the standard deviation grows as the square root of the time horizon. This is the equivalent to the definition of volatility, where scaling the standard deviation by the square root of $T$ annualizes the volatility $\sigma$. 
The GBM process represented in equation (10.9) was discretized in equations (10.11) and (10.12) for the simulation of a spot price. Figure 11.1 illustrates a GBM process simulated 100 times with the parameters $S = 100$, $r - \delta = 0.05$, $\sigma = 0.30$, and $\Delta t = 1/250$. In this example $r - \delta$ is the drift, and $\sigma \epsilon \sqrt{\Delta t}$, is the stochastic component. One observation is that the sample paths in Figure 11.1 tend to wander from the initial starting point of $S = 100$. While this may be realistic for some variables, and can be verified in tests for random walks, it may however not be suitable for other financial and economic time series.

11.1.2 Mean reversion

The usual assumption made for asset price evolution in many markets is the GBM model assumption. This model, however, allows prices to wander off to unrealistic levels when applied to markets such as energy and commodities. Mean reversion was first described by Vasicek (1977) for modelling interest rate dynamics and has subsequently been widely adapted. Mean reversion can be understood by looking at a simple model of a mean reverting spot price (Schwartz, 1997), represented by the following equation:

$$dS = \alpha(u-1)Sdt + \sigma Sdz$$  \hspace{1cm} (11.1)
Figure 11.2 illustrates the log form of a mean reverting process simulated 100 times with the parameters $S = 100$, $\alpha = 3$, $\bar{S} = 100$, $\sigma = 0.30$, and $\Delta t = 1/250$. In this model the spot price mean reverts to the long-term level $\bar{S} = e^\mu$ at a speed given by the mean reversion rate, $\alpha$, that is taken to be strictly positive. If the spot price is above the long-term level $\bar{S}$, then the drift of the spot price will be negative and the price will tend to revert back towards the long-term level. Similarly, if the spot price is below the long-term level, then the drift will be positive and the price will tend to move back towards $\bar{S}$. Note that, at any point in time, the spot price will not necessarily move back towards the long-term level as the random change in the spot price may be of the opposite sign and greater in magnitude than the drift component. This formulation of the mean reversion process represents one of a number of possible equations that capture the same type of market evolution of prices over time. In reality the spot price does not mean revert to a constant long-term level. Information on the level to which the spot price mean reverts is contained in the forward curve prices and volatilities.

11.1.3 Jumps and seasonal patterns

Jumps can be a significant component of the behaviour of spot prices. This type of behaviour, where the price exhibits sudden, large changes, can be modelled by using jump processes. A simple and realistic model for a spot price, which is iden-
tical to the Black–Scholes model except for the addition of a jump process, is the jump-diffusion model introduced by Merton (1976). This model is described by the following SDE:

$$dS = \mu S dt + \sigma S dz + \kappa S dq$$ (11.2)

The annualized frequency of jumps is given by $\phi$, the average number of jumps per year ($\phi$ is defined by $\text{prob}(dq = 1) = \phi dt$). The proportional jump size is $\kappa$, which is random and determined by the natural logarithm of the proportional jumps being normally distributed:

$$\ln(1 + \kappa) \sim N(\ln(1 + \bar{\kappa}) - \frac{1}{2} \gamma^2, \gamma^2)$$ (11.3)

where $\bar{\kappa}$ is the mean jump size and $\gamma$ is the standard deviation of the proportional jump size. The jump process $(dq)$ is a discrete time process – jumps do not occur continuously but at specific instants of time. Therefore, for typical jump frequencies, most of the time $dq = 0$ and only takes the value 1 when a randomly timed jump occurs. When no jump occurs, the spot price behaviour is identical to GBM and is only different when a jump occurs. The proportional jumps (or equivalently jump returns) in equation (11.2) are normally distributed and therefore symmetrical. That is, the number of positive and negative jumps and the range of sizes of the proportional jumps will be equal on average.

### 11.1.4 Stochastic volatility

The assumption in the Black–Scholes model that volatility is constant is not always the case. The GARCH process is one representation of a stochastic volatility model. Many other models have been proposed for the behaviour of volatility. The Hull and White model (1988) became popular because of its realistic properties and computational tractability, and is described by the following processes for the spot price and the spot price return variance $V = \sigma^2$:

$$dS = \mu S dt + S dz$$ (11.4)

$$dV = a(V - \bar{V}) dt + \xi \sqrt{V} dw.$$ (11.5)

Equation (11.4) is the GBM model but with a volatility, $\sigma$, which is no longer constant but which changes randomly. The behaviour of the volatility is determined by equation (11.5), which specifies the process followed by the variance – the square of the volatility. The variance mean reverts to a long-term level $\bar{V}$ at a rate given by $a$. The absolute volatility of the variance is $\xi \sqrt{V}$ which is proportional to the square root of the variance, that is, the volatility of the spot price. The source of randomness in the variance, $dw$, is different from the $dz$ driving the spot price, although it may be correlated with correlation coefficient $\rho$. 

---

*STRATEGY, VALUE AND RISK – THE REAL OPTIONS APPROACH*
11.2 FORWARD CURVE MODELS

Forwards and futures markets are often used by risk managers to hedge risk, with liquid forward prices providing a price discovery mechanism to determine the fair value for future delivery. Forward curves contain information about the prices an investor can lock into today to buy or sell at a certain time in the future. Forward curves are well known and understood in the debt markets. Forward rate agreements and exchange traded futures contracts are heavily traded and allow users to lock in borrowing and lending rates for future time periods.

In contrast to futures and forwards, price forecasts are predictions on the likely spot price for periods in the future, and can differ widely between market participants. Forward prices, however, depend on the relationship between traded instruments. Tradable prices today for future spot transactions can be locked in using forward prices, and as such capture the market reality. Therefore prices from forwards and futures markets are key inputs to many derivative pricing models, and are as essential in the pricing of derivatives as spot prices.

In the past the majority of work on modelling prices has focused on stochastic processes for the spot price and other key variables, such as the dividend yields, convenience yields and interest rates. This approach, however, can have some fundamental disadvantages. The first is that key state variables, such as the convenience yield, are unobservable and, second, the forward price curve is an endogenous function of the model parameters, and therefore will not necessarily be consistent with the market observable forward prices. As a result many industry practitioners require the forward curve to be an input into the derivative pricing model, rather than an output from it.

Term structure consistent models set out to model the dynamics of the entire term structure in a way that is consistent with the initial (observed) market data. These models can be further classified into those that fit the term structure of prices such as interest rates, and those that fit the term structure of prices and price volatilities. There are models in the interest rate world and recent developments in the energy and commodity markets that use term structure approaches. An approach based on modelling the entire forward price curve with multiple sources of uncertainty uses all the information contained in the term structure of futures prices in addition to the historical volatilities of futures returns for different maturities. The following discussion as applied to the energy markets is based on this approach and draws on material from Clewlow and Strickland (2000).

11.2.1 A single factor model for the forward curve

The expression ‘forward curve models’ is defined as models that explicitly model all the forward prices simultaneously rather than just the spot price. A simple single factor model of the forward curve can be represented by the following stochastic differential equation:
The inputs to the model are the observed forward curve \( F(t,T) \) which denotes the forward price at time \( t \) for maturity date \( T \), and \( \sigma e^{-\alpha(T-t)} \) which is the single ‘factor’ or volatility function associated with the source of risk \( dz(t) \). Equation (11.6) also has no drift term. As futures and forward contracts have zero initial investment, their expected return in a risk-neutral world must be zero, implying that the process describing their evolution has zero drift. The volatility function of equation (11.6) has a very simple negative exponential form illustrated in Figure 11.3.

For this volatility function, short-dated forward returns are more volatile than long-dated forwards – information occurring in the market today has little effect on, say, the 5-year forward price but can have a significant effect on the 1-month forward price. The parameter values used for Figure 11.3 are \( \alpha = 1.0 \) and \( \sigma = 0.40 \). Here \( \sigma \) represents the ‘overall’ volatility of the forward curve, while \( \alpha \) explains how fast the forward volatility curve attenuates with increasing maturity. With an \( \alpha \) of 100% the 1-month forward has a volatility of about 37%, decreasing to approximately 2% for the 3-year forward.

The volatility function is not restricted to have the parameterized form of equation (11.6). The function can be generalized as:

\[
\frac{dF(t,T)}{F(t,T)} = \sigma(t,T)dz(t)
\]  

(11.7)

Figure 11.3 A negative exponential volatility function for forward prices
where $\sigma(t,T)$ would be read as ‘the time $t$ volatility of the $T$-maturity forward price return. The form of $\sigma(t,T)$ can be determined from market data.

### 11.2.2 The dynamics of the forward curve

An important observation is that forward prices of different maturities are not perfectly correlated. The curves generally move up and down together but they also change shape in apparently quite complex ways. One method that can be used to determine the set of common factors that drive the dynamics of the forward curve is principal components analysis (PCA) or eigenvector decomposition of the covariance matrix. This procedure can be utilized to simultaneously identify the number of important factors and estimate the volatility functions. The technique involves calculating the covariances between every pair of forward price returns in a historical time series to form a covariance matrix. The eigenvectors of the covariance matrix yield estimates of the factors driving the evolution of the forward curve.

The implication is that to effectively describe the evolution of the energy forward curve more than a single factor is required. The model described by equation (11.7) can be modified through the addition of sources of risk and volatility functions. For a general multifactor model the behaviour of the forward curve can be represented by the following equation:

$$
\frac{dF(t,T)}{F(t,T)} = \sum_{i=1}^{n} \sigma_i(t,T) dz_i(t)
$$

(11.8)

In this formulation there are $n$ independent sources of uncertainty which drive the evolution of the forward curve. Each source of uncertainty has associated with it a volatility function which determines by how much, and in which direction, that random shock moves each point of the forward curve. Therefore $\sigma_i(t,T)$ are the $n$ volatility functions associated with the independent sources of risk $dz_i(t)$. In practice $n$ is usually set to $n = 1, 2,$ or $3$.

### 11.2.3 Relationship between forward curve and spot price models

Intuitively, a model that describes the evolution of the whole forward curve is implicitly describing the front end of the curve, which is simply the spot energy price, and so the forward curve models must be related to spot price models. The defining stochastic differential equation (11.8) can be integrated to obtain the following solution:

$$
F(t, T) = F(0, T) \exp \left[ \sum_{i=1}^{n} \left\{ -\frac{1}{2} \int_{0}^{t} \sigma_i(u, T)^2 du + \int_{0}^{t} \sigma_i(u, T) dz_i(u) \right\} \right]
$$

(11.9)
This equation expresses the forward curve at time \( t \) in terms of its initially observed state (time 0) and integrals of the volatility functions. The spot price is just the forward contract for immediate delivery and so the process for the spot price can be obtained by setting \( T = t \), that is:

\[
S(t) = F(t, t) = F(0, t) \exp \left\{ \sum_{i=1}^{n} \left\{ -\frac{1}{2} \int_{0}^{t} \sigma_i(u, t)^2 du + \int_{0}^{t} \sigma_i(u, t) dz_i(u) \right\} \right\} \tag{11.10}
\]

Equation (11.10) can then be differentiated to yield the stochastic differential equation for the spot price:

\[
\frac{dS(t)}{S(t)} = \left[ \frac{\partial \ln F(0, t)}{\partial t} - \sum_{i=1}^{n} \left\{ \int_{0}^{t} \sigma_i(u, t) \frac{\partial \sigma_i(u, t)}{\partial t} du + \int_{0}^{t} \frac{\partial \sigma_i(u, t)}{\partial t} dz_i(u) \right\} \right] dt + \sigma_i(t, t) dz_i(t) \tag{11.11}
\]

The term in square parentheses in the drift can be interpreted as being equivalent to the sum of the deterministic riskless rate of interest \( r(t) \) and a convenience yield \( \delta(t) \) which in general will be stochastic. Also, since the last component of the drift term involves the integration over the Brownian motions, the spot price process will, in general, be non-Markovian – that is, the evolution of the spot price will depend upon its past evolution.

One special case of the general model is the simple single factor model described by equation (11.6). For this model \( n = 1 \) and \( \sigma_1(t, T) = \sigma e^{-\alpha(T-t)} \). Clewlow and Strickland (2000) evaluate (11.11) with this volatility function and show that the resulting spot price process is given by:

\[
\frac{dS(t)}{S(t)} = \left[ \frac{\partial \ln F(0, t)}{\partial t} + \alpha(\ln F(0, t) - \ln S(t)) + \frac{\sigma^2}{4} \left(1 - e^{-2\alpha t}\right) \right] dt + \sigma dz(t) \tag{11.12}
\]

This implies:

\[
\frac{dS(t)}{S(t)} = \left[ \mu(t) - \alpha \ln S(t) \right] dt + \sigma dz(t) \tag{11.13}
\]

where

\[
\mu(t) = \frac{\partial \ln F(0, t)}{\partial t} + \alpha \ln F(0, t) + \frac{\sigma^2}{4} \left(1 - e^{-2\alpha t}\right).
\]

This single factor forward curve model is therefore just the single factor Schwartz (1997) model with a time dependent drift term. It is this term in the drift which allows the model to now fit the observed forward prices. Note also that this particular form of the forward curve volatility function results in a ‘Markovian’ spot price process – as the dependence in the drift on the path of the Brownian motion disappears.
The relationship between the forward curve model and the spot return model also shows that the mean reverting behaviour of the spot price is directly related to the attenuation of volatility of the forward curve. By setting $\alpha = 0$ the Black (1976) model is obtained. This is therefore a special case of the general model in equation (11.8) with $\sigma(t,T) = \sigma$ and $n = 1$. The main advantage of the forward curve modelling approach is the flexibility that the user has in choosing both the number and form of the volatility functions. These can be chosen in one of two general ways; historically, from time series analysis; or implied from the market prices of options.

11.3 ALTERNATIVE REAL OPTIONS METHODS

The contingent claims approach to valuing real options requires the spanning assumption to hold, that is, the financial markets are sufficiently complete in that there exists some traded asset, or portfolio of traded assets, that tracks the underlying asset or project. The spanning assumption should carry for most assets that are traded in spot and futures markets, and for prices that correlate with equity or portfolio values. There will however be some cases where the spanning assumption will not hold. In these situations, two methods, dynamic programming and decision analysis, offer approaches to solving real options problems where valuations based on financial markets are not possible.

11.3.1 Dynamic programming

Dynamic programming was developed as an approach to the optimal control problem found in an area of economics called dynamic optimization. Optimal decisions problems, where current decisions influence future payoffs, can be solved using dynamic programming, and it is particularly useful when dealing with uncertainty. The method derives possible values of the underlying asset by extrapolating out over the duration of the option, and then folding back the value of the optimal future value to the present. Dynamic programming can deal with complex decision structures that include constraints and complex relationships between the option value and the underlying asset. The binomial option pricing method is a form of dynamic programming.

Dynamic programming and contingent claims analysis are based on similar partial differential equations. There are similarities in the way the Bellman equation used in dynamic programming is interpreted in terms of an asset value and to what degree investors are prepared to retain that asset, while in contingent claims analysis boundary conditions define where investors decide the optimal exercise date that maximizes asset value. The differences lie in the definition of the rate of return. Dynamic programming specifies the discount rate exogenously, and is therefore considered a subjective valuation of risk. In contingent claims analysis, the rate of return on an asset is derived from assets traded in financial markets.
11.3.2 Decision analysis

11.3.2.1 Decision analysis terminology

Over the course of its development decision analysis (DA) has changed from focusing on finding solutions to decision problems to providing alternative perspectives and supporting innovation in decision making. DA is about analysis, which is defined as breaking something down into its constituent components. Therefore DA involves the decomposition of a decision problem into a set of smaller problems, which are addressed separately and then integrated so that a course of action can then be determined from the results. DA is also about making rational decisions. If a set of rules regarded as being rational by the majority is accepted then a decision maker will have a preference for a designated choice over its alternatives. It follows that the end results from the application of decision analysis will imply how rational decision makers would behave. DA can therefore be described as normative or prescriptive, and defines the choice among alternatives for decision makers when they are consistent with their stated preferences.

Even though decision problems are usually specific to an issue, they do share some common features. An alternative is a possible choice in solving a problem, and is assessed on the basis of the value added to various decision criteria. A decision problem’s criteria reflect the different factors that are influenced by the alternatives and significant to the decision maker. A decision problem’s states of nature define the future events that cannot be influenced by a decision maker. The outcomes for the alternative states of nature define the values for the different decision criteria under each alternative. Although a decision problem could consist of infinite possible states of nature, typically a manageable discrete set of states of nature is used in DA to encapsulate future possible events.

11.3.2.2 Decision analysis under uncertainty

The decision analysis techniques considered here are those where risk and uncertainty are central concerns of the decision maker. In these situations decision rules can be based on the probabilities of outcomes. Although probabilities can often be estimated from historical data, many decision problems represent one-off decisions where historical data may not be available. In these circumstances probabilities are often applied subjectively, either by experts or through structured interviews.

An expected value is obtained when a process is repeated a number of times, and the average is derived by multiplying each outcome by its probability of occurrence and summing the results. The expected monetary value (EMV) is the equivalent using monetary values. The EMV decision rule is the selection of the alternative with the largest EMV. The EMV of an alternative \( i \) in a decision problem is:

\[
EMV = \sum_{j} r_{ij} p_{j}
\]  

(11.14)
where:

\[ r_{ij} = \text{the payoff for alternative } i \text{ under the } j\text{th state of nature} \]
\[ p_j = \text{the probability of the } j\text{th state of nature} \]

The EMV for a decision alternative specifies the average payoff received if the identical decision problem is repeatedly encountered and the alternative always selected.

EMV does have some limitations. The decision alternative with the highest EMV may not always be the decision maker’s preferred alternative. EMV focuses only on one attribute, which is money. Another problem is that EMV does not reflect the relative riskiness of an alternative.

Risk-neutral decision makers will typically make decisions that maximize the EMV. Risk-adverse decision makers tend to avoid risk, while risk seekers will typically search for risk. Determining a decision maker’s risk and return profile in DA can be achieved through the use of utility theory. Decision makers in utility theory are assumed to use a utility function to interpret a decision problem’s possible payoffs. A payoff’s utility is a non-monetary measure that symbolizes the total value in a decision maker’s decision alternative.

11.3.2.3 Decision trees

Decision problems can be represented and analysed effectively in a graphical form known as a decision tree. A decision tree is a collection of nodes, which are symbolized by circles and squares, which are linked by branches that are indicated by lines. A square node represents a decision and is therefore called a decision node. The alternatives for a particular decision are represented by branches, which extend out from the decision nodes. Event nodes are circular nodes in a decision tree that represent uncertain events. Event branches extend out from event nodes and relate to an uncertain event’s possible states of nature or outcomes. The various branches in a decision tree end at terminal nodes, which are points where the decision problem can terminate. Probabilities are associated with the event branches that extend from each event node.

Decision trees are typically used to implement the EMV rule, which is to identify a decision’s largest EMV. Creating a decision tree is usually an iterative process, with the initial structure being modified numerous times as the analysis of the problem develops. Large and complex trees that attempt to capture every possible scenario can be impractical, as the intention of a decision tree is to facilitate a decision maker’s analysis of a problem. Decision trees are models that represent an abstraction of a problem. The strength in a decision tree lies in the simplification of a problem through the modelling process, as it facilitates the insights and inferences that can be drawn from the analysis that would otherwise be obscured by complexity and detail.
11.4 MODEL RISK

Over the last twenty years there has been a huge growth in the use of theoretical models for valuation and pricing in financial markets. A large body of the theory relates to derivatives, financial instruments where value is derived from underlying assets. These theories are being extended into real options, where models are being developed for options on real assets. Relying on models to analyse and quantify value and risk, however, carries its own risks. The term model risk has many connotations and is used in many different contexts. The following is based on Renardo’s (2001) definition. Model risk is the risk, at some point in time, of a significant difference between the modelled value of a complex and/or illiquid asset and the realized value of that same asset.

In the physical sciences, where quantitative modelling originated, predictions can be made reasonably accurately. Variables in physical science models such as time, position, and mass exist regardless of the existence of humans. The fundamental unknown in financial markets, however, is certainty. Many financial and real assets only trade at certain discrete times, while financial variables also only symbolize human expectations. Risk and return refers to expected risk and return, variables that are unobserved and not realized. In most circumstances, however, models based on financial concepts and theory assume causation and stability between the values of these unobserved variables and asset values.

There a number of ways in which the development of a financial model can go wrong:

■ The most fundamental risk is that modelling is just not appropriate. Modelling requires knowledge and content of a discipline. Mathematics is a representation or an abstraction of a discipline, and is a means to an end and is not the end itself.

■ All the factors that affect valuation may not have been included in the model.

■ Although a model may be theoretically correct, the model variables such as forward prices, interest rates, volatilities, correlations, and spreads may be poorly estimated. A model’s variables, for example, may be based on historical data, which may be unstable and therefore not provide a good estimate of future value.

■ Incorrect assumptions can be made about the properties of the asset values being modelled and the relationships between the variables in a model.

■ A model may be inappropriate in the existing market environment, or some of the assumptions such as the distributions of variables may not be valid. Even if a model itself is satisfactory, the world it is predicting may be unstable.

Financial modelling draws on a multitude of disciplines, from business management practicalities and financial theory to mathematics and computer science, and is as much about art and content as it is about theory and quantitative techniques. An intimate knowledge of markets and how market participants think about valu-
ation and risk are also part of the model practitioner’s skill set. Derman (1996) provides some procedures for constructing financial valuation models:

■ Identify and isolate the most important variables used by market participants to analyse value and risk, and decide which variables can be used in mathematical modelling.

■ Separate the dependent variables and the independent variables.

■ Determine which variables are directly measurable and those that are more in the nature of human expectations, and so are only indirectly measurable.

■ Specify which variables can be treated as deterministic and those that must be considered as stochastic. Uncertainty will have little effect on the future values for some variables and these therefore can be approximated. For other variables, however, uncertainty will be a critical issue.

■ Build a quantitative picture that characterizes how the dependent variables are influenced by the independent ones.

■ Determine how to obtain the market values of independent observable variables, and how to derive the implied values of indirectly measurable ones.

■ Create a mathematical picture of the problem, and determine which stochastic process best describes the evolution of the independent stochastic variables. Determine whether an analytical or numerical solution is appropriate.

■ Deliberate the issues and difficulties in solving the model, and simplify it if necessary to make the solution as easy as possible. Only give up substance, however, for a relatively easy or elegant analytical solution when it is absolutely necessary.

■ Finally, program the model, test it, and apply to the valuation problem.

Therefore the application of financial modelling draws from a palette that includes knowledge of the business, the applicability of the financial model, the relevance of the mathematics used to solve the problem, the systems and software used to implement and present it, and in the accurate communication and dissemination of the information and knowledge gained from the analysis. Drawing from these various disciplines can address the issues and reduce the risks associated with the application of financial modelling.

11.5 REAL OPTION PORTFOLIOS AND COMPLEX PAYOFFS

So far the quantitative material has focused on valuing individual options. Simple real options are projects or investments that are evaluated on an individual basis. Real options can exist, however, as portfolios of real options. A portfolio of real
options such as options to defer, expand or abandon can exist as mutually exclusive alternatives, with each option valued independently. The portfolio in these cases is represented by the sum of the individual real options.

The options described in Chapter 8 are often defined as ‘plain vanilla’ or ‘standard’ derivatives. However, there will be many occasions when a real option’s attributes will not be considered as vanilla or standard. Issues such as any interaction between real options, complex payoffs, multiple sources of uncertainty, path dependencies, sequential decisions, and the attributes of the underlying assets will all have an impact on the specification of a valuation method.

In the financial markets ‘exotic’ options are derivatives that have a more complicated payoff structure than standard derivatives. Some of these non-standard derivatives are basically combinations of vanilla calls and put options. Other non-standard option types, however, have payoffs and underlying assets that are much more complex to model. The complexity issue also applies to the modelling of many real options. Some examples of complex real options are compound options, exchange options, switching options and rainbow options.

11.5.1 Compound options

If there are interactions between the real options within a portfolio, it may not then be represented by the sum of the real options. This can be the case when the options are compound options, or options on options, where the payoff is another option. Compound options allow the holder to purchase or sell another option for a fixed price. There are four main compound option types, a call on a call, a put on a put, a call on a put and a put on a call. Projects and investments that are staged as a sequence are compound options, where the initial investment cost is the exercise price for the subsequent option on the next stage of the investment. Plant development, product development and research and development are examples of sequential compound options.

Compound options are useful for analysing the strategic impact of an investment on an organization. Many projects and strategic investments are not independent, as assumed in a DCF analysis, but are a series of interrelated cash flows where the initial investment is a prerequisite for the following outlays. Geske (1979) developed the original closed form solution for a compound option as a call option on a firm’s equity, which itself is a European call option on the total value of the firm. The compounding in this specification occurs simultaneously, as both the firm’s equity, a call option on the leveraged value of the firm, and the call option on the equity appear at the same time. Both simultaneous and sequential compound options can be solved in trees, although the valuation progressively more complicated as more options are added.
11.5.2 Exchange and switching options

Exchange options give the holder the right to exchange one asset for another. Examples of exchange options can be found in takeover bids, where a corporation offers its own shares in exchange for equity in the takeover target. An option to exchange in these situations is held by the owners of the stock in the takeover candidate. Another example of exchange options are spread options, where the payoff is the price differential between two underlying assets. Spread options are used to speculate on or hedge the comparative performance between two assets.

Other example of an exchange option is the option to switch. Switching options give the holder the right to switch between two means of operation for a fixed cost, and can be found in situations where the flexibility to switch inputs or outputs may optimize an operation or offer a competitive advantage. The flexibility to switch may exist in an organization’s processes or products, for example switching between fuel inputs such as oil or gas, within products such as pharmaceuticals, cars and electronics, the exit and re-entry of an industry, and the starting and shutting down of a resource. The opportunity cost of the premium for the option to switch may be worth the flexibility provided to respond to volatile markets.

Switching options can be path-dependent derivatives. Path-dependent options have payoffs that depend on the path that the underlying asset follows before maturity (or some part of the options life), and not solely on the terminal asset value. In financial markets, Asian options, which are based on average asset values, and barrier options, which either cease to exist (knock-out) or only come into existence (knock-in) if the underlying price crosses a barrier, are examples of path-dependent options. In the case of a switching real option, the dependency could be on the price path of a product or commodity and the initial state of the operation, which could be either running or shut down. Switching options when defined as path-dependent options can be analysed using analytical models, Monte Carlo simulation and in binomial or trinomial trees.

11.5.3 Rainbow options

Rainbow options in the financial markets are options where the payoff depends on two or more assets. These payoffs can refer to the maximum or minimum of two or more assets, the better of two assets and cash, portfolio options and dual strike options. In the real options world, rainbow options derive value from multiple sources of uncertainty such as prices, quantities, technologies, regulation and interest rates. The real options may have not only multiple sources of uncertainty but also appear in multiple stages, in which case the real option is specified as a compound rainbow option (Copeland and Antikarov, 2001).
11.5.4 Quantifying complex real options

The valuation of complex real options can be performed with analytical models, trees or Monte Carlo simulation. In many situations, closed form solutions may not exist, in which case numerical procedures would be used for solving complex real options problems. Simulation is generally suited to European-type options, when the payoffs are complex and there may be several underlying state variables. The binomial and trinomial approaches are generally better suited to valuing American options and complex projects that have multiple options.

In financial markets over the last twenty-five years the innovations in derivative valuation methods have been almost limitless. Exotic options continue to be developed to meet the demand for the pricing and hedging of specific risks. Developments in valuing complex real options will continue as research and interest in this area continues to expand. As always the trade-off in any quantitative valuation will be the development of tractable, applicable, relevant and manageable models versus capturing the substance of the complexities that exist in real options.
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12.1 INTRODUCTION

The three case studies discussed in Chapter 4 using DCF principles, the IT project, the power generator and the pharmaceutical company are now analysed using a real options approach. The IT project is considered as an option to defer, the equivalent to a call option; the power generator as switching options which are represented as a series of call options on the plant; and the pharmaceutical company as a valuation that includes a growth option.

12.2 SOFTWARE REAL OPTION EXAMPLE

12.2.1 Value and flexibility

The way in which an organization’s software is structured can have a significant influence on value. Any flexibility that an IT manager has in making software modifications over time is determined by a system’s structure. As the business environment becomes increasingly dynamic and uncertain, flexibility as a capability can have a significant impact on value, by offering protection from the downside risks while maintaining an exposure to any upside opportunities. For example, the capability to abandon a project at an early stage as new unfavourable information becomes available provides downside protection, while the flexibility to adapt to an evolving market or select from a range of developing technologies provides upside potential (Sullivan et al., 1999). An organization can hedge against adverse outcomes by staging IT investment and making decisions contingent on project risks and market demand, while capturing the upside benefits if market
conditions turn out to be positive. The capabilities to make management decisions such as these more effectively has the potential for substantial economic payoffs in terms of value.

The software restructuring project is now analysed under the concept that there is value in the form of a real option. This option offers the flexibility to defer any software modifications until one time step into the future, at which point new information will become available. The focus in this relatively simple case study is more on demonstrating the concept of real options, rather than developing a market-based real option evaluation through arbitrage methods. However, the concepts can still provide capabilities in software management and therefore add value to an organization.

12.2.2 Software real options

The DCF software restructuring analysis in Section 4.2.3 factored risk into the analysis by using a discount rate to discount the cash flows. Another way to analyse the software restructuring is to recognize two possible scenarios that can result from the uncertainties associated with future conditions. One uncertainty could be the future requirements for software modifications, which could be either frequent or occasional. Another future scenario is the possible success of replacement software that is under development, which would limit any requirements for modifications to the existing legacy system. To illustrate these future uncertainties two possible scenarios for the restructuring of the software are assumed, one where numerous modifications are required, which implies the potential for outlays on restructuring, and the alternative where no or only a relatively small number of modifications are needed, in which case there would be no major outlays on restructuring.

A one step binomial tree is used to analyse the uncertainty associated with the restructuring decision. The payoff is now represented as three cash flows, with the restructuring costs at \( t_0 \) (the present) of $100,000, and two possible payoffs at \( t_1 \) (one step into the future) of $198,000 at one branch if the outcome is favourable, and $66,000 at the other branch if the outcome is unfavourable. Arbitrary probabilities of 0.5 are assigned to each branch, and the same discount rate of 10% is used. These are simplified parameters for the purpose of illustration. In option modelling a continuously compounded interest rate and risk-neutral probabilities would typically be used.

If the decision is made to invest immediately, the benefits are the asset \( S \), the expected value of the profit stream from restructuring at time \( t_0 \). Over the time period \( \Delta t \) from \( t_0 \) to \( t_1 \), the asset value \( S \) can either go up to \( uS \) (favourable) or down to \( dS \) (unfavourable), with values at \( t_1 \) defined in this case study as:

\[
\begin{align*}
  uS & = 198,000 \\
  dS & = 66,000 
\end{align*}
\]

With probabilities \( p = 0.5 \), the expected asset value is therefore:
With the inclusion of the outlay of 100,000, or the strike \( K \), the payoff from exercising at \( t_0 \) is \( S_0 - K \), which equals 20,000. Table 12.1 illustrates the cash flows for the decision to invest immediately. The NPV at \( t_0 \) is still $20,000 as per the case in Table 4.1 of the DCF analysis, and again the restructuring project would then be accepted immediately based on this analysis. The same analysis appears below in Table 12.2 using a simple binomial tree.

The software restructuring project is now analysed as an option to defer, or a call option on the restructuring project at \( t_1 \), with a strike of \( K = 100,000 \) (the restructuring costs of $100,000 are assumed to be constant at \( t_0 \) and at \( t_1 \)). At \( t_0 \) the payoff for the call option on the restructuring project is:

\[
c = \text{Max}(S_T - K, 0)
\]

(12.1)

### Table 12.1  Software restructuring cash flows: invest immediately

<table>
<thead>
<tr>
<th>Costs at ( t_0 )</th>
<th>( = (100,000) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Favourable savings at ( t_1 )</td>
<td>( = 198,000 )</td>
</tr>
<tr>
<td>Unfavourable savings at ( t_1 )</td>
<td>( = 66,000 )</td>
</tr>
<tr>
<td>NPV at ( t_0 )</td>
<td>( = 20,000 )</td>
</tr>
</tbody>
</table>

\[
NPV = -100,000 + 0.5 \left( \frac{198,000}{1.10} \right) + 0.5 \left( \frac{66,000}{1.10} \right)
\]

\[
= 20,000
\]

\[
S_0 = 0.5 \left( \frac{198,000}{1.10} \right) + 0.5 \left( \frac{66,000}{1.10} \right)
\]

\[
= 120,000
\]

### Table 12.2  Software restructuring binomial tree cash flows (1)

<table>
<thead>
<tr>
<th>( T )</th>
<th>( p )</th>
<th>( r )</th>
<th>( df )</th>
<th>( K )</th>
<th>( uS )</th>
<th>( dS )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.5</td>
<td>10.00%</td>
<td>0.9091</td>
<td>(100,000)</td>
<td>198,000</td>
<td>66,000</td>
</tr>
<tr>
<td>( t_0 )</td>
<td>( t_1 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Key:
- \( Cft \) NPV
- \((100,000)\)
- \( 20,000 \)
- \( 198,000 \)
- \( 66,000 \)
where \( c \) is the value of the call option, and \( T \) is equal to \( t_1 \). The payoffs for the option at the up and down nodes at \( t_1 \) are:

\[
\begin{align*}
  c_u &= \text{Max}(uS - K, 0) \\
  c_d &= \text{Max}(dS - K, 0)
\end{align*}
\]

The expected value of the call option at \( t_0 \) is:

\[
c = P(t, T)[0.5 \times \text{Max}(uS - K, 0) + (1 - 0.5) \times \text{Max}(dS - K, 0)]
\]

The expected cash flow payoff at \( t_0 \) is therefore:

\[
c = P(t, T)[0.5 \times \text{Max}(198,000 - 100,000, 0) + (1 - 0.5) \times \text{Max}(66,000 - 100,000, 0)]
\]

\[
= 44,545
\]

The same analysis appears in Table 12.3 using the simple binomial tree.

In this software restructuring example the alternative strategies are to either exercise at \( t_0 \) or to wait until \( t_1 \). The IT manager has the right to invest immediately in the restructuring at \( t_0 \), and a call option on the restructuring with exercise at \( t_1 \). The DCF analysis implies that the project should proceed immediately as the discounted cash flows are positive. The decision to proceed with the restructuring at time \( t_0 \), however, gives up the right to exercise the call option at \( t_1 \). Therefore the value of the decision to invest immediately at \( t_0 \) is 20,000 (the value of investing immediately) minus 44,545 (the value of the call option, or the option to defer) which equals –24,545.

Although the initial perception is that the best alternative based on the NPV analysis is to invest at \( t_0 \), it is clearly not the optimal decision for adding value to the

**Table 12.3** Software restructuring binomial tree cash flows (2)

<table>
<thead>
<tr>
<th>( T )</th>
<th>( p )</th>
<th>( r )</th>
<th>( df )</th>
<th>( K )</th>
<th>( uS )</th>
<th>( dS )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.5</td>
<td>1.00%</td>
<td>0.9091</td>
<td>(100,000)</td>
<td>198,000</td>
<td>66,000</td>
</tr>
<tr>
<td>( t_0 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( t_1 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Key:

- \( St \)
- \( Call \)

- 198,000
- 98,000
- 120,000
- 44,545
- 66,000
- 0
organization when the option to defer is also considered. If the DCF analysis had given a negative NPV for the project at $t_0$, the right to defer the project may still have value due to the call option. Even though the project had a positive NPV at $t_0$, the organization may gain by delaying the project and proceeding with it in the future. In the DCF analysis this right is worthless and adds no value to the organization. When the right to delay the project is considered as a call option, however, this right does have value and should therefore be considered in the analysis.

12.3 ENERGY VALUATION CASE

12.3.1 Energy options

As the limitations of DCF techniques have become evident, the energy industries are adopting more sophisticated models that account for the optionality in strategic assets. The options in an energy company’s electricity portfolio can exist in a range of assets, such as power plants, natural gas (commodity or pipeline capacity), oil (as a commodity and in storage) and emission credits (Challa, 2000). The new types of models are designed to capture the opportunity and risks associated with the volatility in the value of these assets, and can be readily used for valuations, capital allocation decisions, operations and risk management.

Electricity peaking plants can be valued as options on the spread between the fuel cost and the power price. The optionality in an individual peaking unit provides the owner, or option holder, with the right to operate the unit when electricity prices are higher than the cost of the fuel used to generate. A portfolio of peaking units can therefore increase marginal value significantly. The problem with the industry standard economic supply-demand dispatch models is that they take no account of volatility. Although the DCF model recognizes that a peaking plant has intrinsic value, that is, electricity prices can increase to a point where there is value in switching on the plant, it does not capture any value derived from the volatility in the spark spread.

The operating characteristics of the Sparkie Power Station (SPS) can be defined as the equivalent to a power spread option. As SPS is a peaking plant, Energy Corporation (EC) can choose to only run the power plant when the power price exceeds the marginal fuel cost. The real option for EC is the ability to choose whether to generate or not at a given power price. While the peaking plant may have available capacity, there is no obligation to generate regardless of the electricity price. In deregulated power markets, however, a rational generator operator would choose to generate when power prices are above the fuel cost and any start-up costs. These types of real options are switching options, defined in this case study as a series of European call options on the spark spread between power and natural gas prices. Valuing the power plant as a real option illustrates the value in the flexibility to call the plant when the energy spread is positive, which can be used to optimize operations and therefore value.
12.3.2 Pricing energy derivatives

There are a number of practical problems associated with derivative modelling in energy markets. Some of the important issues associated with energy derivative pricing that were often overlooked in early modelling approaches are:

- Energy prices tend to be drawn to production costs. The GBM assumption permits price series to drift to unrealistic levels when applied to energy markets. In the short run, divergence from the cost of production can be possible under abnormal market conditions; however, in the long run, supply will adjust to the anomaly and prices will move to the level determined by the cost of production. This property is described as mean reversion.

- Energy prices display seasonality. Seasonality in energy prices and volatility may correspond to the time of year, such as winter or summer, and also can result from regular demand patterns due to factors such as the weather.

- Energy commodities cannot be treated solely as financial assets, as energy commodities are inputs to production processes and/or consumption goods. Models based on an automatic extension of those developed for financial markets may therefore break down when applied to energy markets.

- Another problem with applying the GBM assumption to energy prices is that market price behaviour often does is consistent with the assumption of price continuity over time. Commodity and energy prices often display jump behaviour, determined in many cases by fluctuations in demand and supply. The frequency of these extreme values is often larger than the probability implied by GBM models.

In some markets such as energy the concept of being able to perfectly replicate options by continuously trading the underlying asset can be unrealistic. Many energy derivatives, however, actually rely on futures prices rather than the spot price, and therefore futures can be used to replicate options positions and permit the application of the risk-neutral pricing approach.

12.3.3 Energy spread options

The payoff in a spread option is derived from the price differential between two underlying assets. These types of exotic options can be used either to take a position on, or to hedge the risk associated with, the relative performance of two underlying assets. The payoff of a European spread call option at maturity $T$ is:

$$ c = \max[S_{1T} - S_{2T} - K, 0] $$

(12.4)

where $S_{1T}$ and $S_{2T}$ are the spot prices of the two underlying assets, and $K$ is the exercise price. Most option pricing models have the underlying assumption that the risk-neutral distribution of the underlying asset is lognormal and continuous.
priced as the discounted double integral of the option payoffs over the risk-neutral distribution of the two underlying assets at maturity $T$ (Pearson, 1997). Analytical Black–Scholes-type models for valuing spread call and put options that include a strike, however, are not known, and therefore numerical techniques have to be used.

If the futures contracts underlying the option are written on two separate energies, in this case natural gas and electricity, then the option is often referred to as a crack spread option. Organizations exposed to the price differences between two different energies often use options of this type. In this case of a natural gas-fired power generator, energy is an input into a process that produces another energy. If $F_a(t,T)$ represents the price of a $T$ maturity futures contract on energy $a$, in this case power, $F_b(t,T)$ represents the price of a $T$ maturity futures or forward contract on energy $b$, in this case natural gas (times the heat rate), and $K$ represents the start-up costs, then the payoff for a European call option with maturity $T$ and strike $K$ on the spread between the two forward contracts is:

$$c = \text{Max}(F_a(t,T) - F_b(t,T) - K, 0)$$

and therefore the value of the call option at time $t$ can be written generally as:

$$= P(t, T)E_0[\text{Max}(F_a(t, T) - F_b(t, T) - K, 0)]$$

(12.6)

where $P(t,T)$ is the continuously compounded discount factor.

*Note: This section has largely been adapted from Clewlow and Strickland (2000).*

### 12.3.4 The Schwartz single factor model

Energies such as electricity and natural gas exhibit the property of mean reversion. Modelling these price series using Black–Scholes-type models can produce unrealistic spreads between the two related energy commodities. Mean reversion can be captured in a more realistic single factor model introduced by Schwartz (1997), which assumes that the spot price follows a mean reverting process:

$$dS = \alpha(\mu - \lambda - \ln S)dt + \sigma dz$$

(12.7)

where $\alpha$ is the mean reversion rate, which is the speed of adjustment of the spot price back towards its long-term level $\mu$, $\sigma$ is the spot price volatility and $\lambda$ is the market price of energy risk. By defining $x = \ln S$ and applying Itô’s lemma to equation (12.7), the log price can be characterized by the Ornstein–Uhlenbeck process:

$$dx = \alpha(\hat{\mu} - x)dt + \sigma dz$$

(12.8)

where:

$$\mu = \hat{\mu} - \lambda - \frac{\sigma^2}{2}$$
This process leads to the following differential equation for all contingent claims where the payoff depends on the level of the energy spot price and time:

\[
\frac{1}{2} \sigma^2 S^2 C_{ss} + \alpha (\mu - \lambda - \ln S)SC_s + C_t - rC = 0
\]  

(12.9)

where \( C \) is the contingent claim price, and \( r \) is instantaneous continuously compounded interest rate.

### 12.3.5 Forward curves

Capturing the significant features of the energy markets is important in applications of energy pricing models. Although a number of energy derivative models use forward curves for pricing, there are some associated problems. Energy forward curves are typically composed of discrete monthly futures contracts, and therefore are not continuous as assumed in the pricing model. Some energy markets can be in **backwardation** (where futures prices are lower than spot prices) while others might be in **contango** (where futures prices are higher than spot prices), which gives the spread its own forward curve. The spread can also become negative as a consequence of these properties. Another issue is that seasonality can also exist in the spreads. Figure 12.1 illustrates the forward curves used in the DCF and the real option example. The forward curves were derived for the case study, with annual seasonal patterns and negative spark spreads from January to March for each year.
12.3.6 Schwartz single factor futures and forward pricing

Futures and forward prices with maturity $s$ in the Schwartz single factor model are equal with the appropriate boundary conditions and are given by:

$$F(t, s) = \exp\left( e^{-\alpha(s-t)} \ln S + (1 - e^{-\alpha(s-t)}) \left( \mu - \lambda - \frac{\sigma^2}{2\alpha} \right) + \frac{\sigma^2}{4\alpha} (1 - e^{-2\alpha(s-t)}) \right)$$  \hspace{1cm} (12.10)

The mean reversion rate $\alpha$ determines how quickly forward prices even out to the long-term level. Figure 12.2 illustrates the sensitivity of the futures price defined in equation (12.10) to the mean reversion parameter, or the speed of mean reversion. The parameters used in the illustration are $S=110$, $\sigma=0.3$, $\lambda=0$, $\mu=\ln(100)$ and $\alpha=0.1$, 1 and 10. The long-term level of the futures curve does not equal $\exp(\mu)$, as it is adjusted by an amount that depends on the relative size of $\alpha$ and $\sigma$:

$$F(t, \infty) = \exp\left[ \mu - \lambda - \frac{\sigma^2}{4\alpha} \right]$$  \hspace{1cm} (12.11)

12.3.7 Volatility

The volatility measure used in energy pricing models should be defined and estimated in the context of the specific stochastic price process, capturing the key features of the energy markets such as mean reversion. The constant volatility assumption used in the Black-Scholes model is not consistent with empirical observations.

---

**Figure 12.2** Schwartz single factor model futures prices

*Source: Clewlow and Strickland (2000)*
observation that long-dated energy forwards are less volatile than short-dated energy forwards. Figure 12.3 illustrates the shapes of the power and natural gas volatility term structures used in the generator real option case study.

Itô’s lemma can be applied to equation (12.10) to provide the term structure of proportional futures volatilities in the single factor model:

\[ \sigma_F(t, s) = \sigma e^{-\alpha(s-t)} \]  \hspace{1cm} (12.12)

Figure 12.4 illustrates the effect of the speed of mean reversion, \( \alpha \) in equation (12.12), on the term structure of volatility of futures prices. Volatility parameters of 0.3 and \( \alpha = 0.1, 1 \) and 10 are used in the illustration. Increasing the speed of mean reversion, for example, increases the attenuation of the volatility curve. As the maturity of the forward contract increases, the volatility of the contract also tends to zero.

While the volatility term structure based on the Schwartz single factor model is a more accurate representation than the Black–Scholes model, its shape is still relatively simple. Even though a volatility function of this type describes the attenuation of typical market forward volatility term structures, the volatility parameters tend to zero for longer dated maturities. While market volatilities of forward energy prices do decrease as maturities increase, they typically do not approach zero and therefore the Schwartz model has a problem when pricing options on long maturity forward contracts.
12.3.8 Correlation

The volatility of a spread is less than the volatilities of the individual components, and should be considered in the pricing of spread options. Although there is typically a term structure of correlation similar to the term structures for forward prices and volatility, the correlation (or rho as it is typically called) between the volatilities is defined as a constant term in this case study. The correlation between two assets is captured by:

\[
\xi_{1,t} = \varepsilon_{1,t} \tag{12.13}
\]

\[
\xi_{2,t} = \rho \varepsilon_{1,t} + \varepsilon_{2,t} \sqrt{1 - \rho^2} \tag{12.14}
\]

where \(\xi_{1,t}\) and \(\xi_{2,t}\) are two independent random numbers from a standard normal distribution, and \(\rho\) is the correlation between the two assets.

12.3.9 Simulating mean reversion

A Monte Carlo simulation simulates possible future values of an underlying asset using a stochastic process based on assumptions of the behaviour of the relevant data variables. The advantage of Monte Carlo simulation is that it can facilitate...
accuracy in the modelling of market price behaviour by including factors such as jumps, seasonality, stochastic volatility and possible future structural changes in the market. The disadvantages are its relative complexity in implementation and the resources required for computation.

The mean reverting spot price model in equation (11.1) can be specified in terms of the natural logarithm of the spot price, \( x = \ln(S) \):

\[
\dot{x} = [\alpha(\mu - x) - \frac{1}{2} \sigma^2]dt + \sigma dz
\] (12.15)

which can be discretized as:

\[
\Delta x_i = [\alpha(\mu - x_i) - \frac{1}{2} \sigma^2]\Delta t + \sigma \sqrt{\Delta t} \epsilon_i
\] (12.16)

In contrast to the GBM model the discretization in this specification is only correct in the limit of the time step tending to zero, as the drift term is dependent on the variable \( x \). Time steps that are relatively small to the speed of mean reversion should therefore be chosen. To simulate the path of the spot price, the parameters \( \alpha, \mu, \sigma \) and \( \Delta t \) are chosen or estimated, normally distributed random numbers \( \epsilon_i \) are repeatedly generated and new values of \( \Delta x \) are calculated, from which a new spot price at each time step is then derived.

### 12.3.10 Estimating the mean reversion rates

Two methods can be used to estimate the mean reversion rate \( \alpha \), either through linear regression using spot price data or by fitting the single factor volatility function to the empirical volatility term structure. The simple mean reverting process for the natural logarithm of the energy spot price:

\[
dx = \alpha(\bar{x} - x)dt + \sigma dz
\] (12.17)

is essentially the same as equation (12.15) but with the \(-\frac{1}{2}\sigma^2\) included in \( \bar{x} \). This can be discretized as:

\[
\Delta x_i = \alpha_0 - \alpha_1 x_i + \sigma \epsilon_i
\] (12.18)

where \( \alpha_0 = \alpha \bar{x} \Delta t \) and \( \alpha_1 = \alpha \Delta t \). Observations of the spot price through time imply the linear relationship between \( \Delta x_i \) and \( x_i \) with the noise term \( \sigma \epsilon_i \). Regressing observations of \( \Delta x_i \) against \( x_i \) obtains \( \alpha_0 = \alpha \bar{x} \Delta t \) and \( \alpha_1 = \alpha \Delta t \) as estimates of the intercept and slope of this linear relationship. As the time interval between observations \( \Delta t \) is known, estimates of \( \alpha \) and \( \bar{x} \) can therefore be obtained.

An alternative is to estimate \( \alpha \), the mean reversion rate, from the term structure of volatility. Figure 12.3 compares the volatility of short-term energy forward contract versus long-term energy contracts, with short-term contracts being more
volatile that long-term contracts, and the volatility declining as the maturity increases. Equation (12.19) represents this decline in the volatility as $t$ gets large:

$$\sigma(t, T) = \sigma e^{-\alpha(T-t)}.$$  \hfill (12.19)

where $n=1$. The mean reversion rate of the spot energy price can be estimated through the relationship between the spot price process and single factor model described in Section 11.9. The negative exponential function of equation (12.19) can be fitted to the volatility curves illustrated in Figure 12.3. The volatility function $\sigma e^{-\alpha(T-t)}$ is set as equal to the observed volatility $\sigma(t,T)$ by minimizing the square root of the squared differences between the two curves and solving for $\alpha$.

Table 12.4 illustrates the alpha parameters derived from the complete power and natural gas volatility term structures. The volatility term structures for the actual data and the volatility functions are compared in Figures 12.5 and 12.6. While the power volatility term structures compare favourably, the natural gas term structures do not. The initial steeper attenuation in the short dated natural gas volatility term structure has a relatively stronger implied mean reversion. Reducing the volatility term structure sample size to one year will give a higher estimate of $\alpha$, however, the volatility for longer dated forwards in the single factor model converges to zero too quickly (see ‘Volatility function 2’ in Figure 12.6). This implies that the single factor model can underestimate the volatility of longer dated natural gas forward contracts, and can therefore give a downward bias to options priced on these parts of the curve.

---

**Figure 12.5** Power volatility and volatility function term structures.
Table 12.4 Estimation of the power and natural gas alpha parameters

<table>
<thead>
<tr>
<th>Month</th>
<th>Power</th>
<th>Volatility function</th>
<th>Difference</th>
<th>Natural gas</th>
<th>Volatility function</th>
<th>Difference</th>
<th>Natural gas: 1 year</th>
<th>Volatility function</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Spot</td>
<td>60.00%</td>
<td></td>
<td></td>
<td>Spot</td>
<td>53.00%</td>
<td></td>
<td>Spot</td>
<td>53.00%</td>
</tr>
<tr>
<td></td>
<td>α</td>
<td>0.1081</td>
<td></td>
<td></td>
<td>α</td>
<td>0.1712</td>
<td></td>
<td>α</td>
<td>0.5117</td>
</tr>
<tr>
<td></td>
<td>Σε</td>
<td>0.1613</td>
<td></td>
<td></td>
<td>Σε</td>
<td>0.7723</td>
<td></td>
<td>Σε</td>
<td>0.0334</td>
</tr>
<tr>
<td>Jan 02</td>
<td>59.08</td>
<td>59.73</td>
<td>–0.65</td>
<td>52.80</td>
<td>52.62</td>
<td>0.18</td>
<td>52.80</td>
<td>51.86</td>
<td>0.94</td>
</tr>
<tr>
<td>Feb 02</td>
<td>58.58</td>
<td>59.21</td>
<td>–0.63</td>
<td>50.30</td>
<td>51.89</td>
<td>–1.59</td>
<td>50.30</td>
<td>49.76</td>
<td>0.54</td>
</tr>
<tr>
<td>Mar 02</td>
<td>58.08</td>
<td>58.69</td>
<td>–0.61</td>
<td>47.90</td>
<td>51.18</td>
<td>–3.28</td>
<td>47.90</td>
<td>47.74</td>
<td>0.16</td>
</tr>
<tr>
<td>Apr 02</td>
<td>57.58</td>
<td>58.16</td>
<td>–0.58</td>
<td>45.50</td>
<td>50.45</td>
<td>–4.95</td>
<td>45.50</td>
<td>45.75</td>
<td>–0.25</td>
</tr>
<tr>
<td>May 02</td>
<td>57.08</td>
<td>57.64</td>
<td>–0.56</td>
<td>43.20</td>
<td>49.74</td>
<td>–6.54</td>
<td>43.20</td>
<td>43.83</td>
<td>–0.63</td>
</tr>
<tr>
<td>Jun 02</td>
<td>56.59</td>
<td>57.12</td>
<td>–0.53</td>
<td>40.90</td>
<td>49.03</td>
<td>–8.13</td>
<td>40.90</td>
<td>42.00</td>
<td>–1.10</td>
</tr>
<tr>
<td>Jul 02</td>
<td>56.09</td>
<td>56.61</td>
<td>–0.52</td>
<td>38.80</td>
<td>48.33</td>
<td>–9.53</td>
<td>38.80</td>
<td>40.24</td>
<td>–1.44</td>
</tr>
<tr>
<td>Aug 02</td>
<td>55.59</td>
<td>56.09</td>
<td>–0.50</td>
<td>37.20</td>
<td>47.63</td>
<td>–10.43</td>
<td>37.20</td>
<td>38.53</td>
<td>–1.33</td>
</tr>
<tr>
<td>Sep 02</td>
<td>55.10</td>
<td>55.59</td>
<td>–0.49</td>
<td>36.50</td>
<td>46.96</td>
<td>–10.46</td>
<td>36.50</td>
<td>36.91</td>
<td>–0.41</td>
</tr>
<tr>
<td>Oct 02</td>
<td>54.61</td>
<td>55.09</td>
<td>–0.48</td>
<td>36.00</td>
<td>46.29</td>
<td>–10.29</td>
<td>36.00</td>
<td>35.37</td>
<td>0.63</td>
</tr>
<tr>
<td>Nov 02</td>
<td>54.12</td>
<td>54.59</td>
<td>–0.47</td>
<td>35.00</td>
<td>45.63</td>
<td>–10.63</td>
<td>35.00</td>
<td>33.89</td>
<td>1.11</td>
</tr>
<tr>
<td>Dec 02</td>
<td>53.63</td>
<td>54.10</td>
<td>–0.47</td>
<td>34.10</td>
<td>44.98</td>
<td>–10.88</td>
<td>34.10</td>
<td>32.47</td>
<td>1.63</td>
</tr>
<tr>
<td>Jan 03</td>
<td>53.14</td>
<td>53.61</td>
<td>–0.47</td>
<td>33.10</td>
<td>43.33</td>
<td>–11.23</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Feb 03</td>
<td>52.66</td>
<td>53.14</td>
<td>–0.48</td>
<td>32.10</td>
<td>43.73</td>
<td>–11.63</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dec 16</td>
<td>14.67</td>
<td>11.90</td>
<td>2.77</td>
<td>10.00</td>
<td>4.08</td>
<td>5.92</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
12.3.11 The half-life of a mean reverting process

A key property of a mean reverting process is the half-life. This is the time taken for the price to revert half way back to its long-term level from its current level if no more random shocks arrive. Ignoring the randomness allows a focus on the mean reverting behaviour alone. The half-life, denoted by \( t_{1/2} \), can be derived as:

\[
t_{1/2} = \frac{\ln(2)}{\alpha}
\]  

(12.20)

The half-lives of power and natural gas are:

- **Power**: The value of 0.1081 for \( \alpha_{\text{power}} \) implies a half-life for price shocks of 6.4 years.
- **Natural gas**: The value of 0.1712 for \( \alpha_{\text{gas}} \) implies a half-life for price shocks of 4 years.

These half-lives are averages over a long time period, representing the time shocks to the spot price take to decay to half their deviation from the long-term level. Table 12.5 illustrates the range of half-lives for various values of alpha.
12.3.12 Pricing the energy spread option

A sample of the results of the Monte Carlo simulation for the call spread options is illustrated in Table 12.6. The switching real options on SPS are priced as a series of European call spread options with payoffs as specified in equation (12.5). The pricing data consisted of the power and natural gas monthly forward and volatility curves, and the start-up costs as the strike \( K \) for each month. The power and natural gas forward prices for each month were used for the mean parameter \( \mu \), and the \( \alpha \) parameters were derived in Section 12.2.10. The 10% correlation between the two assets, defined as rho, was estimated from spot price returns.

It was assumed that the generator would run continuously during the weekdays for the summer months of July, August and September, and be started up each weekday for the remaining months of the year. This is reflected in the per MWh start-up costs for each month. The middle of each month is used as the maturity or expiry date for each spread option. The interest rate used for each month was derived as a term structure of zero coupon rates from USD LIBOR, Eurodollar futures and interest rate swaps. Although in academic derivative valuations a risk-free interest rate such as a Treasury Bill rate is typically used in option pricing, most organizations borrow at interest rates that are much closer to LIBOR than Treasury Bill rates.

The price paths for the two assets, power and natural gas, were simulated from \( t_0 \) to \( T \), the maturity or expiry for each European call spread option (in this case the middle of each month). Ten thousand simulations were used for each of the 180 European spread options. The payoff for the spread option at \( T \), as defined in equation (12.5) is then derived for each simulation, and added to an incremental sum of the payoffs. The value of each call spread option is the expected value of the total payoffs simulated for each \( T \), that is, the sum of the payoffs simulated for each month divided by the number of simulations.

The single factor model used in this case study is a relatively simple model for the forward curve. While the volatility structure under the Schwartz single factor model is more realistic than the Black–Scholes model, it still has a relatively simple shape, and the volatilities tend to zero for longer maturities. The single factor model can be generalized and modified, as illustrated in sections 11.7 and 11.8, to include multiple sources of uncertainty in the forward curves. Clewlow and Strickland (2000) value

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>( t_{1/2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8 months</td>
</tr>
<tr>
<td>10</td>
<td>25 days</td>
</tr>
<tr>
<td>100</td>
<td>2.53 days</td>
</tr>
<tr>
<td>1000</td>
<td>6 hours</td>
</tr>
</tbody>
</table>

Source: Clewlow and Strickland (2000)
### Table 12.6 Monte Carlo simulation of the two-asset energy spread option (as at 31 December 2001)

<table>
<thead>
<tr>
<th>Month</th>
<th>Jan 02</th>
<th>Feb 02</th>
<th>Mar 02</th>
<th>Apr 02</th>
<th>May 02</th>
<th>…..</th>
<th>Aug 16</th>
<th>Sep 16</th>
<th>Oct 16</th>
<th>Nov 16</th>
<th>Dec 16</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power curve</td>
<td>36.02</td>
<td>36.00</td>
<td>37.00</td>
<td>44.36</td>
<td>45.36</td>
<td>…..</td>
<td>61.93</td>
<td>59.40</td>
<td>39.98</td>
<td>38.57</td>
<td>37.88</td>
</tr>
<tr>
<td>NG*Heat rate</td>
<td>40.00</td>
<td>38.80</td>
<td>37.50</td>
<td>36.10</td>
<td>35.90</td>
<td>…..</td>
<td>35.80</td>
<td>33.70</td>
<td>34.00</td>
<td>36.50</td>
<td>37.80</td>
</tr>
<tr>
<td>Power σ</td>
<td>59.08%</td>
<td>58.58%</td>
<td>58.08%</td>
<td>57.58%</td>
<td>57.08%</td>
<td>…..</td>
<td>14.83%</td>
<td>14.83%</td>
<td>14.83%</td>
<td>14.75%</td>
<td>14.67%</td>
</tr>
<tr>
<td>NG σ</td>
<td>52.80%</td>
<td>50.30%</td>
<td>47.90%</td>
<td>45.50%</td>
<td>43.20%</td>
<td>…..</td>
<td>10.00%</td>
<td>10.10%</td>
<td>10.10%</td>
<td>10.10%</td>
<td>10.00%</td>
</tr>
<tr>
<td>Correlation (ρ)</td>
<td>10%</td>
<td>10%</td>
<td>10%</td>
<td>10%</td>
<td>10%</td>
<td>…..</td>
<td>10%</td>
<td>10%</td>
<td>10%</td>
<td>10%</td>
<td>10%</td>
</tr>
<tr>
<td>Time to maturity (T)</td>
<td>0.04</td>
<td>0.12</td>
<td>0.20</td>
<td>0.29</td>
<td>0.37</td>
<td>…..</td>
<td>14.63</td>
<td>14.72</td>
<td>14.80</td>
<td>14.88</td>
<td>14.97</td>
</tr>
<tr>
<td>Start-up costs</td>
<td>1.04</td>
<td>1.04</td>
<td>1.04</td>
<td>1.04</td>
<td>1.04</td>
<td>…..</td>
<td>0.15</td>
<td>0.12</td>
<td>1.04</td>
<td>1.04</td>
<td>1.04</td>
</tr>
<tr>
<td>Strike (K)</td>
<td>1.04</td>
<td>1.04</td>
<td>1.04</td>
<td>1.04</td>
<td>1.04</td>
<td>…..</td>
<td>0.15</td>
<td>0.12</td>
<td>1.04</td>
<td>1.04</td>
<td>1.04</td>
</tr>
<tr>
<td>Alpha (α) power</td>
<td>0.1081</td>
<td>0.1081</td>
<td>0.1081</td>
<td>0.1081</td>
<td>0.1081</td>
<td>…..</td>
<td>0.1081</td>
<td>0.1081</td>
<td>0.1081</td>
<td>0.1081</td>
<td>0.1081</td>
</tr>
<tr>
<td>Mean (μ) power</td>
<td>3.58</td>
<td>3.58</td>
<td>3.61</td>
<td>3.79</td>
<td>3.81</td>
<td>…..</td>
<td>4.13</td>
<td>4.08</td>
<td>3.69</td>
<td>3.65</td>
<td>3.63</td>
</tr>
<tr>
<td>Alpha (α) gas</td>
<td>0.1712</td>
<td>0.1712</td>
<td>0.1712</td>
<td>0.1712</td>
<td>0.1712</td>
<td>…..</td>
<td>0.1712</td>
<td>0.1712</td>
<td>0.1712</td>
<td>0.1712</td>
<td>0.1712</td>
</tr>
<tr>
<td>Mean (μ) gas</td>
<td>3.69</td>
<td>3.66</td>
<td>3.62</td>
<td>3.59</td>
<td>3.58</td>
<td>…..</td>
<td>3.58</td>
<td>3.52</td>
<td>3.53</td>
<td>3.60</td>
<td>3.63</td>
</tr>
<tr>
<td>Interest rate (ρ)</td>
<td>1.8419%</td>
<td>1.9251%</td>
<td>1.9052%</td>
<td>1.9318%</td>
<td>1.9521%</td>
<td>…..</td>
<td>6.3681%</td>
<td>6.3724%</td>
<td>6.3767%</td>
<td>6.3809%</td>
<td>6.3850%</td>
</tr>
<tr>
<td>dt</td>
<td>0.0001</td>
<td>0.0002</td>
<td>0.0003</td>
<td>0.0005</td>
<td>0.0006</td>
<td>…..</td>
<td>0.0244</td>
<td>0.0245</td>
<td>0.0247</td>
<td>0.0248</td>
<td>0.0249</td>
</tr>
<tr>
<td>Number of time steps</td>
<td>600</td>
<td>600</td>
<td>600</td>
<td>600</td>
<td>600</td>
<td>…..</td>
<td>600</td>
<td>600</td>
<td>600</td>
<td>600</td>
<td>600</td>
</tr>
<tr>
<td>Number of simulations</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
<td>…..</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
</tr>
<tr>
<td>MR spread option price</td>
<td>0.66</td>
<td>2.30</td>
<td>4.21</td>
<td>10.95</td>
<td>13.04</td>
<td>…..</td>
<td>11.41</td>
<td>11.01</td>
<td>3.52</td>
<td>2.50</td>
<td>2.04</td>
</tr>
<tr>
<td>Energy – MWh</td>
<td>300</td>
<td>300</td>
<td>300</td>
<td>300</td>
<td>300</td>
<td>…..</td>
<td>300</td>
<td>300</td>
<td>300</td>
<td>300</td>
<td>300</td>
</tr>
<tr>
<td>Total hours</td>
<td>384</td>
<td>336</td>
<td>352</td>
<td>352</td>
<td>384</td>
<td>…..</td>
<td>552</td>
<td>552</td>
<td>352</td>
<td>368</td>
<td>368</td>
</tr>
<tr>
<td>Total option cash flows</td>
<td>76,513</td>
<td>232,082</td>
<td>444,185</td>
<td>1,156,524</td>
<td>1,502,223</td>
<td>…..</td>
<td>1,889,564</td>
<td>1,823,780</td>
<td>371,295</td>
<td>275,497</td>
<td>224,802</td>
</tr>
<tr>
<td>O &amp; M costs</td>
<td>1.50</td>
<td>1.50</td>
<td>1.50</td>
<td>1.50</td>
<td>1.50</td>
<td>…..</td>
<td>1.50</td>
<td>1.50</td>
<td>1.50</td>
<td>1.50</td>
<td>1.50</td>
</tr>
<tr>
<td>Total O &amp; M costs</td>
<td>172,800</td>
<td>151,200</td>
<td>158,400</td>
<td>158,400</td>
<td>172,800</td>
<td>…..</td>
<td>248,400</td>
<td>248,400</td>
<td>158,400</td>
<td>165,600</td>
<td>165,600</td>
</tr>
<tr>
<td>df</td>
<td>0.9992</td>
<td>0.9976</td>
<td>0.9961</td>
<td>0.9945</td>
<td>0.9928</td>
<td>…..</td>
<td>0.3938</td>
<td>0.3915</td>
<td>0.3891</td>
<td>0.3868</td>
<td>0.3845</td>
</tr>
<tr>
<td>PV O &amp; M costs</td>
<td>172,665</td>
<td>150,842</td>
<td>157,785</td>
<td>157,522</td>
<td>171,552</td>
<td>…..</td>
<td>97,819</td>
<td>97,238</td>
<td>61,638</td>
<td>64,058</td>
<td>63,678</td>
</tr>
<tr>
<td>Net present value</td>
<td>-96,152</td>
<td>81,240</td>
<td>286,399</td>
<td>999,002</td>
<td>1,330,671</td>
<td>…..</td>
<td>1,791,745</td>
<td>1,726,542</td>
<td>309,657</td>
<td>211,440</td>
<td>161,124</td>
</tr>
</tbody>
</table>

**Total value**: $266,636,868
energy options in a general multi-factor model for the forward curve, which can capture multiple sources of uncertainty. As spread options depend simultaneously on forwards related to separate energies, Clewlow and Strickland extend the multi-factor model to a specification that can simultaneously model a number of different energy forward curves, and therefore capture the multiple dynamics of the forward curves in the valuation of spread options.

12.3.13 Implications for energy analysis and valuation

The DCF valuation of SPS is $136,874,152, while the spread option valuation approach is $266,636,686 using the NG alpha of 0.1712. While the DCF method does capture the intrinsic value, it does not account for the value in the volatility in the spark spread. Figure 12.7 compares the spread option values and the DCF intrinsic values by month.

SPS is essentially an out-of-the-money option for at least part of the year. Although the spark spread can be negative, as is the case from January to March, the relatively large volatility associated with the energy markets implies that there is time value in the option, as there is some probability that the spark spread can be positive in these months. Consequently the DCF valuation of SPS is likely to understate the true long-term value that SPP will offer to EC.

EC can also maximize value by considering the natural gas power generator as an asset that can be traded through its option value. A number of factors can have an influence on the value of natural gas power generator. The 15-year life used for the power plant in this case study is arbitrary, and can feasibly be extended to value a new power plant. A benchmark for the cost of building a natural gas power plant is USD $500,000 per MW. For the 300 MW used for the generator in this case study the cost to build would be USD $150,000,000 million. The value captured by including the volatility in the valuation will therefore have a significant impact on management decisions such as whether to build, divest, or shut down a generator. Another driver of value that will influence decisions is the heat rate, the efficiency at which natural gas is converted into electricity. New natural gas generators will typically have lower heat rates that older plants, which will produce a relatively wider spark spread, and therefore have a competitive advantage over older generators.

12.4 PHARMACEUTICAL

12.4.1 Background

Much of the value in the early stages of a pharmaceutical drug is contained in the promise that a blockbuster drug will result. In the biotechnology industry in particular, many companies have significant valuations long before they earn any profits from selling their products. In the past ten to fifteen years, investors have bid up the stock prices of many biotech companies, and their prices have remained high rela-
Figure 12.7  Spread option and DCF intrinsic values by month
tive to their discounted cash flow valuations. This phenomenon is surprising to many market observers because some authors (for example, Grabowski and Vernon, 1994) have suggested that pharmaceutical research has an (expected) net present value close to zero.

Real-options valuation methods can help to assess the value that investors are assigning to biotech companies. The value of the company is derived from the expected profits of the company’s products and the potential for growth of the company into one with many profitable drugs. Real-options valuation methods can be applied to estimate the value of individual projects, but the challenge addressed here is how to use real options valuation models to assess the value of a company when it is viewed as a portfolio of projects.

The decision tree and binomial lattice methods are explained and the methods are used to compute the value of a biotechnology company, Agouron Pharmaceuticals, as the sum of the values of its current projects. Each project’s value is found by using the decision tree and binomial lattice methods. The computed values of Agouron were then compared with actual market values at selected points in time during the development of Viracept, an Agouron drug used to treat HIV-positive patients.

The intention is to illustrate how real-options valuation methods can be used for financial analysis. Because the analysis uses data based on results from prior studies, the results here reflect the value of Agouron under the assumption that its situation matches that of a typical research-intensive pharmaceutical company in the 1980s and early 1990s. Some of the ways in which Agouron’s situation differed from that assumed by this case study model are also discussed. A securities analyst with access to better information than that presented in this case study would be able to use these methods to improve these results.

The methods presented here provide stock analysts with a means to value biotechnology companies that have no current revenue. Financial analysts in pharmaceutical companies can use these methods to value projects and compare their relative worth for capital budgeting purposes. Executive managers of pharmaceutical companies can use these methods to increase their understanding of the value of their projects and convey that value to investors. Finally, for academic readers, this interesting case study provides empirical evidence of the usefulness of real-options valuation methodologies.

12.4.2 Valuation

The decision tree and binomial lattice methods that are used to value Agouron are now discussed.

12.4.3 Decision analysis method

In the first method a model was constructed with the purpose of calculating the expected net present value (ENPV) of that drug without taking into account growth options. ENPV is calculated as follows:
Where:

- $i = 1, \ldots, 7$ represents an index of the seven stages from discovery through post-approval described in Chapter 4
- $\rho_i$ is the conditional probability that stage $i$ is the end stage for a drug that has reached stage $i-1$
- $T$ is the time at which all future cash flows become zero
- $DCF_{it}$ is the expected development stage cash flow at time $t$ given that stage $i$ is the end stage
- $r_d$ is the discount rate for development cash flows
- $j = 1, \ldots, 5$ is an index of quality for the drug (defined in Chapter 4)
- $q_j$ is the probability that the drug is of quality $j$
- $CCF_{jt}$ is the expected commercialization cash flow at time $t$ for a drug of quality $j$
- $r_c$ is the discount rate for commercialization cash flows.

The decision tree model is represented graphically in Figure 12.8.

The use of different discount rates for development cash flows and commercialization cash flows follows Myers and Howe (1997), who based their selection of rates partly on Myers and Shyam-Sunder (1996). Rates of 6% and 9% respectively were used for development cash flows and commercialization cash flows. The inflation estimate came from the average GDP deflator index over the five years prior to the date of the valuation. For example, in calculating the ENPV of an NME in 1994, the inflation estimate was 3.58%, resulting in nominal rates of $r_d = 9.8\%$ and $r_c = 12.9\%$.

Table 12.7 shows the ENPV calculation of a discovery stage NME in spreadsheet form. The spreadsheet determines the present value of all possible end points and calculates the sum product of the present values and their respective probabilities. The values of each of the company’s project ENPVs are adjusted according to the company’s sharing agreements with partners and are then summed and divided by the shares and warrants outstanding to obtain a per-share value of the company. This method has several advantages. First, it is easy to construct and calculate because no NME will have more than 11 potential end points. Second, it is easy to communicate – through the use of either tables or decision trees. Third, it incorporates the notion of an abandonment option as well as the potential of five scenarios of successful outcomes. The decision tree method is limited, however, because continuous outcomes are discretized and, in this case, the growth options are ignored.
Figure 12.8 Decision tree for pharmaceutical development
Values for Agouron were found by using a binomial lattice with the addition of a growth option. The growth option is represented by a second binomial lattice for a research stage NME whose value at the time of the launch of the first NME is added to the last branch of the first NME’s binomial tree. This approach takes into account Copeland’s (1998) discussion of compound rainbow options and Amran and Kulatlaka’s (1999) description of periodic revaluations of decisions through use of a binomial approach.

The key inputs to the binomial lattice are:

- the current value of the asset, $A$
- standard deviation of the asset value, $\sigma$
- risk-free rate, $r$
- amount and timing of the exercise prices
- probability of proceeding to the next stage of development.
The binomial lattice method takes the risk-neutral valuation approach advocated by Cox et al. (1979). Their key insight was that because the option values are independent of investor’s risk preferences, the same valuations will be obtained even when everyone is assumed to be risk-neutral. This important assumption simplifies the calculations by eliminating the need to estimate the risk premium in the discount rate. Furthermore, as the focus is on the market (rather than a subjective or private) value of the project to Agouron, the use of risk-neutral pricing is justified by the same arguments made by Cox et al. for pricing financial assets that are traded directly in the market.

The value of Viracept at June 30 1994 is used to illustrate the calculation (all amounts are in millions). The current value of the asset, $A$, is found by discounting the value of the expected commercialization cash flows to time zero:

$$A = \sum_{j=1}^{5} q_i \sum_{t=1}^{T} \frac{CCF_{i,t}}{(1 + r_c)^t} = \$123,921$$

An $n$-period binomial lattice of asset values is constructed period by period. In the first period there are two possible outcomes, $Au$ and one of $Ad$. In the second period there are three possible outcomes, $Au_{II}$, $Adu$ and $Ad_{II}$. The process of considering all possible combinations of up and down movements of the asset value for each period is continued until the $n$th period, which has end-branch values $E_k$, $k=1, \ldots, n+1$. Figure 12.9 illustrates a bionomial lattice that extends four periods.

Following Amran and Kulatilaka, $u$ and $d$ are set as $u = e^\sigma$ and $d = e^{-\sigma}$, where $e \equiv 2.718$ is the base of the natural logarithm. Because the goal is for the value of the NME to be able to grow from $A$ to a maximum value of $h$ after $l$ years, $h = Aul = Ae^{\sigma l}$ is required. The value $h$ represents the present value of a breakthrough drug at the time of the launch. For $l = 12$ and $h = \$2,875,675$, $\sigma = (1/l) \ln(h/A) = 26\%$. Thus $u = 1.300$ and $d = 0.769$ for a 12-year binomial lattice with one price change a year.

The next step is to add in the value of the growth option. The idea is that engaging in the development of an initial NME is similar to purchasing a call option on the value of a subsequent NME. By engaging in development of the initial NME, the company earns the right but not the obligation to develop the subsequent NME. The assumptions for the growth option are identical to the first option. The value of the growth option at the time of the launch of the first NME is added to each of the $E_k$ values of the first NME.

Once the binomial tree of asset values is completed, the next step is to calculate the possible payoffs and roll back the values using risk-neutral probabilities. The possible payoffs are calculated as:

$$P_k = \text{Max}[E_k(\theta_t - DCF_t, 0)]$$

where the value $\theta_t$ is the probability in year $t$ of continuation to the next year $t$ (in this case 75%), and $DCF_t$ is the R&D payment that occurs in year $t$ (in this case $\$1,619$). Because the value at launch of the NME is large (even if the NME is a dog)
relative to the last year’s R&D payment (exercise price), the possible payoff is rarely going to be zero.

The $P_k$ values are then rolled back by multiplying the adjacent values, such as $P_1$ and $P_2$ (denoted $V_{t+1,k}$ and $V_{t+1,k+1}$), by the respective risk-neutral probabilities $p$ and $1-p$, the probability of continuation to the next year, and a discount factor $V_{t,k}$. The risk-neutral probabilities are computed as:

$$p = \frac{e^{r\Delta t} - d}{u - d}. \quad (12.23)$$

where the risk-free rate, $r$, is the 10-year US T-bill rate, which was 7.09% in 1994. The result is $p = 0.573$. Table 12.8 shows the possible payoff values.

As the option values are rolled back, they are also adjusted for the probability of success at that stage of development and for the cost of development in that year. Thus the rollback option values are:

$$V_{t,k} = \max\left\{ [V_{t+1,k}p + V_{t+1,k+1}(1-p)]e^{-r\Delta t} \theta_i - DCF_t, 0 \right\}. \quad (12.24)$$
For a development stage having a duration of more than one year, $\theta_t$ is the probability of success for that stage in the final year of the stage and 1 for all other years. The amount $DCF_t$ can be regarded as an annual exercise price. For example, $V_{12/1}$ is calculated as follows:

$$[2,156,669(0.573) + 1,276,979(1 - 0.573)]0.9316(1) - 1,564 = 1,657,654$$

This process is then continued until $V_{1,1}$ is reached, which is the value of the compound to the company.

12.4.5 Results

Kellogg and Charnes used the decision tree and binomial methods to calculate the values of Agouron for selected dates. Table 12.9 shows the values and, for comparison, the actual stock prices.

The dates were selected for their significance, as follows:

- June 1994 fiscal year end, Viracept was undergoing pre-clinical trials
- 20 October 1994, an announcement was made that Viracept would begin Phase I trials
- June 1995, fiscal year end
June 1996, fiscal year end

23 December 1996, an announcement was made that Agouron was filing a new drug application for Viracept.

During the period 30 June 1994 to 23 December 1996 Agouron had other projects in the discovery, pre-clinical or Phase I clinical trials stages of development, but Viracept was the only NME to make it to Phase II, III and new drug application submission during this period. The fiscal year end dates are helpful in assessing valuation because the 10-K reports filed with the US SEC indicate which projects were in the pipeline and their stages at the end of the fiscal year. Often the abandonment of a project is not announced. The result is that the potential of projects is included in a valuation when, in fact, those projects were not part of the product pipeline for valuations conducted on dates other than fiscal year ends.

Table 12.9 indicates that the methods valued Agouron relatively well when all the projects were in Phase I or earlier, but the calculated values deviated farther from the actual stock price as Viracept worked its way through the development process. Thus investors were apparently making different assumptions about the later development stages of this NME than they would have made for the typical NME specified in the model. If so, and if the model were adjusted for these assumptions, Kellogg and Charnes expect that the valuation given by the model would be much closer to the actual stock price.

Kellogg and Charnes believe that investors are making different assumptions for several reasons. First, these was (and remains) tremendous political pressure for the FDA to approve drugs for HIV-positive patients. Therefore, investors might have assumed that this drug would need less than eight years from beginning of Phase II to launch. And in fact, it took slightly less than two years. Second, an important assumption in the model is the probability distribution of the revenue stream. The model assumes an 80% probability that revenue will be under $100 million a year at peak. In fact sales of Viracept were more than $400 million during fiscal year 1998.

Table 12.9 Values of Agouron Pharmaceuticals computed from decision tree and binomial methods and actual stock prices, selected dates

(Amount in parentheses is difference between actual stock price and method price)

<table>
<thead>
<tr>
<th>Date</th>
<th>Actual stock price</th>
<th>Decision tree</th>
<th>Binomial</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>stock price $</td>
<td>$%</td>
<td>$%</td>
</tr>
<tr>
<td>30/6/94</td>
<td>5.63</td>
<td>4.31 (-23.4)</td>
<td>4.51 (-19.8)</td>
</tr>
<tr>
<td>20/10/94</td>
<td>5.63</td>
<td>5.70 (+1.3)</td>
<td>5.87 (+4.3)</td>
</tr>
<tr>
<td>30/6/95</td>
<td>11.81</td>
<td>7.17 (-39.3)</td>
<td>8.51 (-27.9)</td>
</tr>
<tr>
<td>30/6/96</td>
<td>19.50</td>
<td>10.26 (-47.4)</td>
<td>10.44 (-46.5)</td>
</tr>
<tr>
<td>23/12/96</td>
<td>33.88</td>
<td>15.05 (-55.6)</td>
<td>15.45 (-54.4)</td>
</tr>
</tbody>
</table>
(its first full year of sales) and were expected to be between $430 million and $440 million in fiscal year 1999. Again the market was likely to have assumed a different probability distribution for revenue. Finally the market is likely to have assumed a probability of approval for Viracept greater than that for a typical NME.

Kellogg and Charnes obtained decision tree valuations that were 19.1% higher and 15.9% lower than the stock price on 30 June 1996 and 23 December 1996 respectively by adjusting the assumptions in the decision tree model on those days:

- assuming a one-year duration for Phase III and one year for new drug application instead of three years each;
- assuming revenue distributions of 10% for dog, 10% for below average, 30% for average, 35% for above average, and 15% for breakthrough instead of 10%, 10%, 60%, 10% and 10% respectively;
- assuming a probability of success for Phase III of 90% instead of 85% and for new drug application 90% instead of 75%.

These adjustments are representative of what a securities analyst might have assumed in light of the target disease, political environment and competitive environment at the time. Making the same adjustments to the binomial model yielded similar results.

One other observation is that the inclusion of the growth option in the value of the initial option did not significantly increase the value of the initial option. The reason is that the value of a research project (assumed as the growth option) is low relative to the initial NME. This relatively low value is discounted more as a result of multiplying by the probabilities of success of the initial option.

12.4.6 Conclusion

The real options approach can be used to value a biotech company. Using average assumptions works well when the projects in the pipeline are in Phase I or earlier and little is known about the drug. As projects move into Phase II and later, more specific assumptions about time to launch, market size and probability of success will reflect the value of the company more accurately.

The Kellogg and Charnes Agouron example illustrates these conclusions. The methods used here to find the value of Agouron worked best in the early life of the Viracept project, when the use of industry averages for completion time and revenue streams was more easily justified. As Viracept progressed, the use of averages did not work as well. A financial analyst closely following the stock probably would have had better estimates of the important inputs for the later stages. Using the real options approach outlined here with better information could be a powerful addition to a security analyst’s toolbox.
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Organizations today are confronted with a number of developments that are likely to profoundly influence strategy. These include the commoditization of products and services, the effect of creative destruction and the breakdown of industry barriers, the impact of disruptive technologies, changes in demographics and demand patterns and the increasing dynamics and instability of markets generally. Achieving sustainable competitive advantage and value creation using management processes based on the notions of continuity and incremental improvement is becoming a difficult proposition. Static long-term strategies based on these management values will become increasingly harder to execute.

Corporate strategy is essentially about making choices and trade-offs in the allocation of resources. Over the twentieth century, however, corporate finance and corporate strategy evolved as complementary but nevertheless distinct disciplines for managerial decision making. Analysis in corporate finance has developed into a focus on DCF techniques for individual projects, which does not account for any flexibility to defer, abandon or change a project after a decision has been made. As a result DCF methods are not prominent in the strategy disciplines, where the principal themes are concepts such as competitive advantage, market leadership and industry structure.

Creating sustainable competitive advantage and value in the future will require capabilities in managing both an organization’s current portfolio and the manoeuvring of the organization through an increasingly turbulent and dynamic environment. Organizations will need to focus on maintaining a strategic portfolio, by managing both the identified and the uncertain as they position themselves for the future. This will require new capabilities in strategy, the management of innovation, resource allocation, management processes and organizational structure. An organization’s capabilities will therefore not only consist of the ability to manage sustain-
able technologies through incremental improvements, but also the value opportunities created through innovation, the disruptive technologies that are options on the future.

Established valuation methods such as DCF analysis will be sufficient for the current portfolio where there is little uncertainty. Real options analysis, however, will be essential in situations where there is a contingent investment decision, where there is value in future growth options rather than current cash flows, when it is better to wait for more information when the risks are significant, and when there is the potential to include flexibility in projects and strategy generally. To sustain value creation organizations will need capabilities in managing portfolios of real options, which will provide the link between value analysis and the issues of resource allocation, discontinuity, uncertainty, management flexibility, managing innovation and communicating strategy to stakeholders and financial markets.

There are, however, a number of potential issues that may need to be addressed with applying real options analysis. One of the fundamental principles of option theory is that a replicating portfolio can be created with an underlying asset and risk-free borrowing. This is extended to real option theory such that there exists a security or set of securities whose cash flows are correlated with those of the real asset. If, however, the spanning assumption will not hold, then dynamic programming and decision analysis offer alternative valuation methods to solving real options problems when traded values are not available.

The application of financial market models such as Black–Scholes to value real options can present problems. The financial markets are littered with experiences where financial models were applied that were not suited to the market environment and with assumptions that were not valid. A large component of the value in applying real options lies in the insights gained from the actual process of an analysis. Quantitative models and methods are tools that facilitate the analytical process and provide an abstraction of the problem. They are not black boxes that just produce a number, and are certainly not some enchanted device that provides instant and perfect solutions.

Another issue is that while a real option analysis may be theoretically correct, it may not have any significant influence on an organization’s management decisions. A real options analysis has to consider an organization’s culture, decision and management processes. This not only includes how an organization is managed and how decisions are made, but also how on occasions mistakes can be made. Increasing the effectiveness of a real options analysis within an organization includes identifying and communicating any limitations, and also seeking any potential interactions with other management disciplines such as industry analysis and competitor analysis.

What a real options framework does offer is the potential to combine strategic and financial analysis, and integrate investment decisions with corporate strategy and value. Real options can clarify management decisions by supporting strategic opportunities with values that are aligned with the financial markets, and provide the means to communicate these values to the financial markets. The real options
concept also has the potential to enhance the aggregation of an organization’s project values and the management of its risk exposures. Real option techniques will become a powerful component of an organization’s strategic analysis, valuation, decision and risk management processes. As the business environment becomes more unpredictable and the implications of making incorrect business decisions continue to rise, the demand for sophisticated analytical disciplines such as real options is likely to grow rapidly.
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